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ABSTRACT

Oralcommunications transientut mary importantdecisionsso-
cial contractandfactfindingsarefirst carriedoutin anoral setup,
documentedn written form andlaterretrieved. At Carngjie Mel-

lons University’s Interactive Systemd_aboratorieswve have been
experimentingwith the documentatiorof meetings. This paper
summarizegart of the progressthat we have madein this test
bed, specifically on the questionof automatictranscriptionus-
ing LVCSR, information accesaising non-keyword basedmeth-
ods, summarizatiorand userinterfaces. The systemis capable
to automaticallyconstructa searchablendbrowsableaudiorisual

databasef meetingsandprovide accesso theserecords.

1. INTRODUCTION

Humansspendalot of timetransformingoralcommunicationinto
written documents. This processhowever is not only expensve
andputsburdenon the participantsjt may alsosuffer from other
fundamentaflaws in themeetingscenario:A written recordtakes
time to produce;it maylooseaccuracysincethe minutepreparer
may not rememberor interpretecorrectly or is biased;it looses
the meetingsoriginality and thereforemary qualificationssuch
as emotions,hedges attentionand the precisewordings; finally
it mayloosecompletenesdor efficiency reasonsandno selectve
probingfor furtherdetailsis possible Evenif meetingminutesare
producedthe meetingrecordcanbe usedto groundthe informa-
tion presentedn the meetingor the minutescanbe producedby
enhancingherecord.

Thefocusof ourwork, startingwith [1], is aimingatarealistic
meetingscenariothecorrespondingpeectrecognitionproblems,
theanalysisof retrieval performancendadditionof non-keyword
basedeaturesthegeneratiorof readablesummariesndapratical
userinterface. Not coveredin this paperis active work in our
groupon audioandvision basedbeopleidentification[2] whichis
importantto understanavho attendedmeeting thedetermination
of focusof attention[3] andthedetectionof emotion[21].

Otherimportantprojectson theproblemof informationaccess
to spolen languageare concentratean the TREC-SDRtask[4]
which is focussedon the retrieval of broadcashewns documents.
Theparticipantsnanagedo showv thatkeyword basedetrieval can
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oftenbedonesuccessfullyevenif thereis a significantword error
rateby aspeechrecognizer[5, 6] arespolenlanguageaccessys-
temsincludinga graphicalbrowsinginterfacethathave beeneval-
uatedin this domainandfocuson namedentity tagging,prosodic
processingand salientkeywords. [7] goesone stepfurther and
presentsvork on video summarizatiorusing key-shotsand uses
geographi@andtemporalinformationto addfurtherindicesfor re-
trieval. [8] shaws that additionalfeaturescan be retrieved from
whiteboardspnline collaboratve note-takingand slide presenta-
tionsthathelpto bronvseandindex lectures [9] presentsegments
adialogueandhasa fastplaybackcapabilityto skim segments.

Fig. 1 shaws the component®f our systemthatwill beintro-
ducedin the next sections.Sec.2 detailsthe challengesn auto-
maticmeetingtranscriptionandpresentadaptatiomesults.Sec.3
present@resultthatshavs thatspealer identity andstylearevery
usefulindicesto find a meetingbesidesthe traditional keyword
basedapproach. Sec.4 presentshe processingpipeline neces-
saryto dealwith spolen languageand speectrecognitionerrors
in a statisticalsummarizatiorframevork. The visualizationtool
(meetingbrowser)with its capabilitiesis presentedn Sec.5. The
lessonswe have learnedwill be discussedn Sec.6 along with
futurework.
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Fig. 1. Componentsof the meeting room system: A record-
ing programwith a speakr identificationmodulesendsthe audio
files to the speectrecognizer(Janus)and meetingbrowvser The
summarizationemotionanddiscoursemodulearecalledwith the
datathey needfrom the meetingbrowserfront endandsendtheir
resultsbackfor display A meetingarchive canbeaccessed.



2. SPEECHRECOGNITION

As alreadyidentifiedin previousworks[10, 11] meetingrecogni-
tion is a very challengingLVCSR task parallelto Hub5 (Switch-
board)and Hub4 (BroadcastNews). The difficulty resultsbasi-
cally from threereasons:First, the corversationalstyle - meet-
ings consistsof uninterruptedcontinuousrecordingswith multi-
ple speakrstalking in a corversationaktyle. Secondthelack of
trainingdata- meetingdatais highly specializedlependingnthe
topic and participants thereforelarge databasesan not be pro-
videdon demand.As a consequenceur researcthasfocusedon
the questionon how to build LVCSR systemdor new tasks[12]
andlanguage$13] usinglimit amountwf trainingdata.Third, the
degradedrecordingconditions:to minimizeinterferencea clip-on
lapel microphonewas choseninsteadof a close-talkingheadset.
However, this comesat the costof significantchannelcross-talk.
Quiteoftenonecanhearmultiple speakrson asinglechannel.

For the purposeof building a speechrecognitionengineon
the meetingtask,we combineda limited setof meetingdatawith
English speechandtext datafrom varioussourcesnamelyWall
StreetlournalWSJ),EnglishSpontaneouSchedulingrask(ESST),
BroadcasiNews (BN), Crossfireand NewshourTV news shaws.
The meetingdataconsistsof a numberof internalgroup meeting
recordings(aboutone hour long each),of which 14 are usedfor
experimentsin this paper A subsef threemeetingsarechosen
asthetestset.

To achieve robustperformancever arangeof differenttasks,
we trained our baselinesystemon BroadcastNews (BN) using
JRTk [14]. Thesystemdeplg/s apentphonenodelwith 6000dis-
tributions sharing2000 codebooks.Thereare about105k Gaus-
siansin thesystem Vocal TractLengthNormalizationandcluster
basedCepstralMean Normalizationare usedto compensatdor
speakr and channelvariations. Linear DiscriminantAnalysisis
appliedto reducefeaturedimensionalityto 42, followedby adiag-
onalizationtransform(Maximum Likelihood Linear Transform).
A 40kvocalulary andtrigramlanguaganodelareused.Thebase-
line languagenodelis trainedontheBroadcasNews (BN) corpus.
The error rateson the meetingdataare quite high ascanbe seen
Tah 1 but usingacousticandlanguagenodeladaptatiorthe error
ratecanbereducedby about10.2% relative over the BN baseline
system.

BaselineSystemWER on DifferentTasks[%]

BN (h4e981) FO-condition 9.6
BN (h4e981) all F-conditions 185
Newshour 20.8
Crossfire 25.6
Adaptationto MeetingData

ESSTsystem 54.1
BaselineBN system 43.1
+ acousticMAP Adaptation(10h meetingdata) 40.4

+ languagemodelinterpolation(16 meetings) 38.7

Table 1. RecognitionResults: The upperpartevaluateshe base-
line BN systemacrossdifferenttasks. MAP (Maximum A Pos-
terior) adaptationwasusedfor domainadaptation.The language
modelwas adaptedby interpolatingthe BN modelwith a small
meetingmodel. The ESSTsystem[15] hasbeentrainedon clean
speechin travel domainandis significantly smallerthanthe BN
system.

3. DIALOGUE ANALYSIS

Theideaof thedialogueanalysisnodulein themeetingroomcon-

text is to usefeaturetherthankeywordsfor informationaccesso

spolen communicationTraditionalinformationretrieval methods
focusonly on avery narrov notion of topic asa bagof keywords
whereasspolen languages alsohappeningn a certainsituation
andin a certainstyle [16]. In this paperwe can only give one
simplified example wherethe spealer identitiesand their domi-

nanceareimportant,namelyin the selectiorof ameetingfrom the
databaseOtherproblemsnot coveredhereincludetheselectionof

a databaseut of a collectionof databaseflL7], the segmentation
of ameetingandthe selectionof a sggmentin ameeting.Also not

coveredis work on the detectionof dialogueacts,gamegq18] and
actiities[19, 20] aswell asthe detectionof emotiong21].

Five meetingsin the meetingdatabaséhave beenannotated
with topic sggmentationsSelectingameetingby aquerythatcon-
tainsthe precisetime, all of the keywordsor the preciseinforma-
tion whowasthereandhow muchthey talkedwould betrivial. On
the otherhandthe location of the meetingis uninformatve since
they wereall recordedaroundthe conferenceablein our lab.

Feature bit

speakingstyle 1.34
speakridentity detectedyy speakingstyle 1.13
mostfrequent50 keywords 1.21
mostfrequentl000keywords 1.64
speakridentity, dominancewneightedpersggment 2.06
oracle 2.29

Table 2. Empirical entropy reduction for meeting identity:
Speakingstyle in this table definesthe distribution of the most
frequent50 words and partsof speechand explains a lot of the
meetingidentity. Speakingstyle however also senes as a very
goodspealkr identity detector:The detectedspeakrscanbeused
to detectthe meetingidentity and the resultis almostthe same
asfor the speakingstyle featureitself. 1.64 — 1.21 = 0.43 bits
of information are addedby lessfrequentkeywords andthe real
speakr identity is still the strongesfeature.

For dialogueselectionit is assumedhat the queriescorre-
spondto featuresof a dialoguesegmentandthateachsegmentin
thedatabasés equallylikely to bechoserasaquery A neuralnet-
work thatdetectsa dialogueidentity for a segmenthasbeenbuild
(Tah 2). The network hasbeendesignedo createa probability
distribution of meetingdentitiesasits outputwhichis testedusing
roundrobin overthewhole databaseTo assesinformationaccess
performancethe reductionof empirical entrofy for the meeting
identity wasmeasuredn bit. This retrieval modelis quite natural
sincewe could assumehat a userremembergust somepart of
the meetingandthat mostfeaturesare similar (yet not identical)
in othersggmentsof the meeting. The resultsshav that keyword
basedmethodsare powerful but that alternatves suchas spealer
identity and activity exist that seemto be (a) more natural, (b)
likely partof queries,(c) easyto visualizein a browsingtaskand
(d) explain mostof theword level informationimplicitly.



4. SUMMARIZA TION

The summarizatiorsystemprovides the meetingbrowser with a

relevanceranked list of sentencesThe GUI canthusdisplaythe

mostrelevant passagesf a meeting,the sizeof the summarybe-

ing dependenbn the users choice. In the following we describe
the five major component®f the summarizatiorsystem the first

four of which addressingmportantissuesintrinsic to spolen as
opposedo written languagesummarizationThe systemarchitec-
ture is similar to the one describedn detailin [22]. Sincethen
we were ableto usethe PennTreebankSwiITCHBOARD corpus,
annotatedor disfluencieg23] for automatictraining of the com-

ponentswvhich beforeweremainly basedn hand-craftedheuristic
rules,yielding significantlybetterresults(Tah 3).

Disfluency detection and removal  Spolen languagecontains
a significantamountof falsestarts,repetitions filled pausesdis-
coursemarkersand speeclhrepairs. Our goal is to detectandre-
move thoseto make the summarymorereadablefor the user We
traineda versionof Brill' s partof speecHPOS)taggerf24] which

marksfilled pausesgediting terms, discoursemarkers, and non-
informationalconjunctions Further we usea decisiontree[25] to

determinefalsestarts,anda scriptbasedrepetitionfilter to elimi-

natethe majority of speectrepairs.

Sentenceboundary detection Unlike writtenlanguagel VCSR
outputdoesnot containpunctuatiommarkers. Turnsoften contain
multiple sentencegndsometimesentencespansuccessie turns
of onespeakr. To determineboth interturn andintra-turn sen-
tenceboundariesyve usea decisiontreewith POS, trigger word,
andtime features.

Detection of question-answerpairs In dialogues,nformation
unitsaresometimesharedacrossseveral spealers. A typical ex-

ampleis a question-answepair, wherequestionor answeralone
aremuchlessmeaningfulthanboth of themtogether The goal of

thiscomponents to rendethesummarymorecoherentTo decide
whetherasentencés aquestioror not, we usea decisiontreewith

POS,question-specifitrigger words andlengthinformation fea-
tures. The correspondin@nswersaredetectedbasedon heuristic
ruleswhoseparametersveretrainedon annotatedlata.

Relevance ranking with word error rate minimization For
determiningherelevancerankingof sentencesye useanadapted
versionof themaximalmainal relevance(MMR) algorithm([26],
wherethe query vectoris a vector of word stemswithin a topi-
cal sgment. Userdefinedkeywordscanbe emphasizedo turn a
genericsummaryinto a query-specifisummary Sinceautomatic
meetingtranscriptionis lessthanperfect,the summarywill reflect
mary errorsfrom the speectrecognizer As we have reportedin
[27], we are ableto (a) significantly reducethe summaryword
error rate, and (b) substantiallyimprove the summaryaccurayg
by combiningthe LVCSR confidencescoreswith the relevance
weightingschemeof the MMR algorithm.

Topic segmentation Given the natureof meetings(and other
spolen dialogues)being multi-topical, we automaticalysegment
the transcriptinto topically coherentpassagesjsing a variant of
Hearsts TextTiling algorithm[28].

5. MEETING BROWSER

An important part of meetingrecognitionis the ability to effi-
ciently capture,manipulateand review all aspectf a meeting.
To thatendwe have developeda meetingbrowserthatletsusers:

Task heuristics trained
Disflueny detectionand removal 0.74 0.80
(exluding falsestarts)

Sentencéoundarydetection 0.60 0.78
Questiorclassification 0.34 0.44
Question-answapair classification 0.24 0.27

Table 3. Effects of training on SwitchBoard: The performance
numbershere are for English CallHome, comparingthe system
describedn [22] with the new andcurrentversion,aftertraining

on Switchboarddata. Resultsarereportedas F; = 2E& _scores,

. .. P+R
combiningprecision(P) andrecall (R).

e Createmeetingrecordsandtranscriptionsf meetingswith
participantgemotelylocated.

e Createandcustomizealialogue audio,andvideosummaries
to theusers particularneeds.

e Createadatabasef corporate&knowledge.

e Quickly andaccuratelycreateanddisseminatelist of con-
clusionsandactionitems

e Provide rapid accesdo meetingrecordsto allow browsing
andreviewing existing meetings.

e |dentify for eachutterancehe speakr propertieqtype, so-
cial relationships,and emotion) as well as the discourse
structureandtype.

When a meetingis being created,eachparticipantmay join
eitherremotelyor locally. Oncethe meetinghasbegun, speeclis
transmittedo Januspur speechrecognitionengine.As thespeech
is recognizedthe hypothesiss sentto the dialoguesystemwhere
it is assemblednto a meetingformat. The meetingbrowser dis-
playsthetranscriptfor thecurrentmeeting.The meetingtranscript
canbe sentto the summarizatiorsystemwhich will createasum-
mary of the currentdialogue. Finally, a usermay electto save
a meetingincluding ary summariesn the meetingarchive from
within the meetingbrowser

At theendof meetingsit is customanyto reiteratea setof ac-
tion items. Using speechrecognition,we recognizetheitemsand
mail themout to eachof the meetingparticipants. Lik ewise, we
canmail completemeetingsmeetingsegments,or summariesn-
cludingtheaudioportiondirectly from within themeetingorowser
to meetingparticipantsor ary otherinterestedparties. Each of
thesemay includeannotationscommentsor corrections.Correc-
tions canbe doneby usinga keyboardor handwritingrecognition
usinga handwritingrecognizerdevelopedin our lab [29]. In the
futurewe planto addspeechrecognitionasanadditionalerrorre-
pair modality.

6. CONCLUSIONS AND FUTURE WORK

The meetingroom scenariois surprisingly challengingwhen it

comego speechrecognitionbut significantprogreshasbheenmade
using adaptatiorwhich is also the focus of ongoingwork along
with noisereduction.This andongoingwork on dialogueanalysis
andsummarizatiorareencouragingincethe outputof the speech
recognizemay not be crucial for all applicationsandsuboptimal
speechrecognitionresultscan be usedeffectively. The meeting
browser userinterfacehasdevelopedconsiderablyover time and



is presentlysubjectedo usability studies. The overall systemar-
chitectureis a significantdeparturérom previous systemsandac-
countsfor the dialoguestyle of meetingsandthe desirefor inter-
active accesanddrilldown capabilities.

Furtherwork will includethecollectionof alargerandbroader

databasef meetingsandtestingthe useof the systemin day to

day operation. Finally, multi-meetingretrieval and the tracking

of agumentsacrosstime will becomecritical whena substantial
corpussizehasbeenreached.
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