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ABSTRACT a high-density region, the corresponding outputsand y-

The major limitation in bilingual latent semantic analysis Should be close as well. In our setting, each parallel seurce
(bLSA) is the requirement of parallel training corpora. Mo-target document pair is treated as input-output points ineso
tivated by semi-supervised learning, we propose a clustefPaces. With the smoothness assumption, we associate each
based bLSA training approach to incorporate mononnguamonolingual document to the closest parallel document via a
corpora. Treating each parallel document pair as centafids document similarity measure. As a result, a partial alignime
the parallel document clusters, each monolingual docume®getween the source and target monolingual document is re-
is associated to the closest centroid according to theic top covered at the document cluster level. The parallel doctimen
similarity. The resulting parallel document clusters aseds  clusters which are populated with monolingual documergs ar
as constraints to enforce a one-to-one topic correspordenc served as constraints which can be integrated into theatend
variational EM. Slight performance improvement in crassli OLSA training via the Lagrangian theory.

gual language model adaptation is observed compared to the Related work includes crosslingual LSA based on sin-

baseline without monolingual corpora. gular value decomposition (SVD) [3] where bilingual docu-
Index Terms: monolingual corpora, bilingual LSA, crosslin- ments are concatenated into a single input supervectoreefo
gual word trigger, crosslingual LM adaptation SVD. Incorporation of monolingual documents is performed

by filling in zeros in the missing counterparts of a “pseudo’-
bilingual supervector. Another work is Bilingual Topic Ad-
mixture Model for word alignment [4] where topic-dependent
In [1], we had proposed bilingual Latent Semantic Ana|y_trapslation lexicon are modeled. However, their qpproaeh r
sis (bLSA) for crosslingual language model (LM) adaptationduires sentence-aligned paraII_eI docu_ments having the sam
for statistical machine translation (SMT). bLSA works as aféduirement as phrase extraction. Using comparable carpor
crosslingual word trigger model and is usually trained on pa for parallel fragment extraction has been advocated in [5].
allel documents with bilingual sentence-aligned text.sTier We organize the paper as follows: In Section 2, we review
quirement limits the coverage of other possib|e CrossMgu the bLSA-based LM adaptation framework and describe the
word triggers in bLSA. In this paper, we attempt to addres®roposed cluster-based bLSA training approach followed by
the limitation via incorporating monolingual non-paratler- ~ crosslingual LM adaptation. In Section 3, we evaluate our
pora into training. Incorporating monolingual corpora s a approach on different training scenarios. In Section 4, we
tractive since they cover a broad range of topics and vocabgonclude our work.

lary and are easy to collect. However, blind incorporation o
the corpora may destroy a one-to-one topic correspondence i
bLSA since the alignment between a source and target mono-
lingual document is unknown or even non-existent.

To work around the issue of unknown document align
ment, we employ a semi-supervised learning approach whe}
some parallel seed documents are given. The smoothness
sumption [2] says that if two points; andz, are close in

1. INTRODUCTION

2. BILINGUAL LATENT SEMANTIC ANALYSIS

As a review, the goal of bLSA [1] is to enforce a one-to-one
8pic correspondence between the source and target LDA-
/le models [6]. For instance, say topic 10 of the Chinese
A model is about politics. Then topic 10 of the English
LSA model corresponds to politics and so forth. Figure 1 il-
This work is partly supported by the Defense Advanced Rebear |ystrates the idea of topic transfer between monolingu#l LS
Projects Agency (DARPA) under Contract No. HR0011-06-240 Any models followed by bLSA-based LM adaptation for SMT.
opinions, findings and conclusions or recommendationsessed in this . . . o
material are those of the authors and do not necessarilréie views of ~ With @ one-to-one topic correspondence, the topic distribu
DARPA. tion inferred from the source language can be transferred to




Cinese->Engish SN monolingual document with distance larger tharfrom all

cluster centroids is removed.

English LSA Adapt English N-gram L$
. 2.2. Cluster-based bilingual L SA training

Source Chinese Text

The development of cluster-based bLSA training assumes tha
Fig. 1. Bilingual LSA framework for crosslingual LM adap- the average topic distribution of a source and target docu-
tation in SMT via transfer of topic distribution. ment cluster is identical. In other words, a one-to-onedopi
correspondence among a pair of parallel document cluster is
. o . assumed. Given a pair of parallel document cluster=
AP I L {C® ¢} wherei and;j represent t_he index of the source
Chinese | X v X b ’ and target language respectively, this assumption can-be en
VUi A e I / coded as follows:

vk Blp (kICO)] = ERDHCT) (@)
Edec(i) p(i) (k|d) Edecm p(j) (k|d)

align i — |C(i) | = |C(j) | (2)

‘ oo . P : . whered and k denote a document and topic index respec-
St N Lo tively. For monolingual LSA training using Latent Dirichle
English |\ o1 | o @ @@ so< ° 1 Allocation (LDA) [6], the lower bound of the log likelihood

VAN of adocumentV,; = w;...wy,, denoted ad.(W,), is:

Na

Fig. 2. Parallel document clusters formed by monolingual 10%/922’(% Z,0) = 10g/9p(9) |
documents (black dots) using parallel seed documents. z n=l
(0) 0.,

Ng
p 3
the target language to adapt a target bifore SMT decod-  Eallog —(9)] + Y Eyllog q(zn)] + Eq[log Buw, 2] = L(Wa)
ing. However, the major limitation of bLSA requires parélle n=1

training documents. In the following section, we shed lightyherez — z1...zn, and@ denote the latent topic sequence
on using the monolingual corpora for potential coverage ofng the topic distribution vector sampled from a Dirich-
crosslingual word triggers which are not captured in th@bar et prior respectively. The lower-bound value is achieved
lel corpora. Our approach involves obtaining the paralte-d 5 the Jensen’s inequality using the factorizable vaoiel
ument clusters from the monolingual documents which act agosterior distribution over the latent variable&Z, 6|d) =
inputs for the cluster-based bL.SA training. q(0) TTIY, ¢(2,). Therefore, the objective function for bilin-
gual LSA training with a pair of document cluster is the sum
2.1. Parallel document clusters of the lower-bound log likelihood of the documents in the

W latf for int i i I d source and target cluster subject to the topic correspagden
© ;t)ropose a”plé(lj orm ort 'T egt]ra m_lg_]hmono mg;Jaf OCli'l'constraint in Egn 2. With the Lagrange multiplietgy, the
ments via parallel document clusters. The concept of mra objective function is shown as follows:

document clusters is depicted in Figure 2. The idea is to

use the given parallel documents to form the initial docu- L(W;A,T) = Z L(i)(Wd.A) + Z L(j)(Wd)
ment clusters containing only a single document. Then a Y 7 '

parallel document cluster is populated by associating each dec ‘ deow ,
monolingual source and target documents to the corresponq_-z ek 2dec® P(l)(kw) _ Ddec) P(J)(lﬂd)
ing closest parallel document based on a similarity measure ¢ |C)| |CW)]

We represent each documeditas a K-dimensional topic ’ N,

posterior vectorp(k|d) inferred by monolingual LSA and wherep(k|d) ~ 2nt1q(zn = kld) large N,
the distance between two documents is computed as the dot Na

productbetween their posterior vectors. Consequentiiga To derive the E-step formula, we compute the partial deriva-

document alignment between the monolingual documents e of L(W; A,T) with respect taj? (,, — k|d) subject to
recovered at the cluster level. Intuitively, monolinguate K @, _ dset "
;kzl q¢'"Y(z, = k|d) = 1 and set it to zero:

uments within a cluster are expected to come from simila
topics. We prevent “noisy” monolingual documents from ‘ el o Aok
folding into a cluster by setting a threshotdso that any ¢ (2, = k|d) = ) , - eBallog 01 Hman . c1c@iny? (3)



where”) is the Lagrange multiplier for probability normal- | Topics | Top new words sorted by P(wlk) |

ization in¢) (2, = k|d). If we assume that each document[  “CH (Art)’ film reward,ballet, art festival, ballet club]
has the same number of words so that ~ N, we can use “EN (Art)” ballet, ballads, edinburgh, pianist
Eqn 3 to construct the estimatedk|d) which are put back “CH (Economy)” export rate, life condition, 2nd season
to the left hand side of Eqn 2. After rearranging terms of the “EN (Economy)” diesel, greenspan, durable, dived
resulting equation, we obtain the following result: “CH (Electronics)” router, broadband service, aloum

Aok ) ) “EN (Electronics)” 39, bro, pixel, copying, piracy, sw

elc® N — Elp?) (k|CY))] — (4
ST Zacc® LBl et loE e I an Table 1. New topical words discovered by bLSA from
B (k@) pseudo-monolingual corpora. Words on the Chinese side are
~ E[p®OHCO)] — 75i(K|C) (®)  translated into English for illustration purpose.

wherer;,;(k|C) is the topic ratio between the target and
source document cluster ifi. Substitutingr;,;(k|C) into  which is a LDA-style model for modeling topic correlation.
Eqgn 3 and using the standard result of LDA @¥; {~ax}) Number of latent topicg( was set to 50. Sentence-aligned
yield the following variational E-steps for adocumentift):  parallel corpora containing 1M sentence pairs were used for
‘ , o, phrase extraction via thePESA” (Phrase Pair Extraction as
¢V (zn = kld) o ﬂfjﬁk cePalos?% . v, . (K|C) (6)  Sentence Splitting) approach [9]. SMT translation was per-

N formed using an approach similar to that in [10] with decod-
7(i) — o + Z (b(i) @) ing parameters optimized on BLEU via minimum error rate
dk oo Tdnk training on the RT04 development set for spoken language

) translation. Our background 4-gram LM was trained on a
Our E-steps resemble those in LDA except the extra terma,mpination of Donga corpora for bLSA, parallel sentences

rj/i(k) to enforce a one-to-one topic correspondence betwegg, T, and the 2004 Xinhua News corpora using modified
C andCU) in Eqn 1. By symmetry, the E-steps for docu- kneser-Ney smoothing.

ments on the target Ianggag;e:an be proceeded in a simi- To show the progress of incorporating monolingual cor-
lar fashion. After performmg the E_—steps on all _monollnlgua pora, we randomly split the corpora into two parts: 10%
documentsy;; (k|C) is updated using Eqn 5 which are then of the documents (2.8k) as parallel seed documents and the
_substltuted back to the E-steps iteratively until CONVBOBE  remaining 90% as pseudo-monolingual (p-mono) documents
is reached. The M-step follows the standard derivation °f25k) where one-to-one document correspondence were omit-

LDA [6] which is not shown here due to limited space. ted. We compare different bLSA training scenarios frdm
to F: ScenarioA uses only 10% of the parallel corpora as
2.3. Crosdingual LM adaptation a baseline. ScenariB incorporates the remaining 90% of

Ré:eudo-monolingual portion on top of scenadowithout
constraint, i.e. the topic ratias, /. (k|C) in Eqn 6 are set to
1 meaning that parallel document clusters are not used. Sce-
narioC has similar settings as scenaficexcept that parallel
2" G K o) A(0) (i) o docum(_ant clusters are formed_ using the p_roposed approach.
marginalip s, (w) = 32k By -0 Whered;” = $K 5.  ScenarioD resembles scenariB except using real mono-
for LDA. We integrate the LSA marginal into the target back-lingual corpora from the Chinese and English 2004 Xinhua
ground LM using marginal adaptation [7] which minimizes news. Scenaridz shares the same rationale as scenéfio
the Kullback-Leibler divergence between tge adapted LMbut using real monolingual corpora. Scenafiserves as an
Plsa(w) ideal case where 100% parallel corpora are available. We ap-
and the packground LNp“(w|h2_ o"( (Pbﬁ(w) ) -pbg(wlh)_. plied different bLSA models for crosslingual LM adaptation
Whenuw is a stopword such as *is” and "the” or punctuations, oy yhe story level using the source manual transcriptiohef t
the N-gram probabl!lty is not adaptgd because predlctlngu-o4 test set comprising CCTV, RFA and NTDTV shows.
stopwords mostly relies on the syntactic context only. Performance metrics are 4-gram perplexity and BLEU.

Given a source document, we apply the E-steps to estimate t
variational topic posteriog(#) on the source language. We

use the MAP estimaté,(j) as the topic weights on the source
language for the target LSA to obtain an in-domain LSA

3. EXPERIMENTAL SETUP
3.1. Results

Our bLSA training setup employed parallel Chinese—Englis
corpora from the Donga news websifesontaining 28k par-
allel documents with 13M Chinese characters and 9M En
glish words. We applied Latent Dirichlet-Tree Allocatid] [

rﬁ'able 1 shows the topew words discovered by bLSA from
the pseudo-monolingual corpora by filtering out words which
are already covered in the initial parallel seed documents.
The new words tend to be crosslingual word triggers suggest-
Lhitp://{china,english.donga.com ing that our approach works well in the pseudo-monolingual




Scenario CCTV | RFA | NTDTV | Overall
BG EN 4-gram| 16.12 | 8.83 14.04 13.22
(85) | (189)| (127) 126)

A.10% // 16.26 | 8.90 14.09 13.28
(baseline) (78) | (181)| (115) (117)
B.+p-mono | 16.46 | 8.68 14.29 13.36
(blind) (81) | (189)| (116) (121)
C.+p-mono | 1652 | 8.95 1431 13.47
(/ doc cluster)| (75) (178) (109) (113)
D. +real mono| 15.66 | 8.87 14.28 13.12
(blind) (91) | (192) | (135) (133)

E. +realmono| 16.30 | 9.04 14.40 13.44
(/ doc cluster)| (76) (178) (114) (115)
F. 100% // 16.44 | 9.06 14.38 13.49
(golden line) 74) | 172)| (107) (111)

Table 2. bLSA based LM adaptation performance on BLEU

(target perplexity) on different training scenarios.

document clusters populated by monolingual documents. The
proposed bLSA training is based on variational EM and La-
grangian theory. Results show that our approach succssful
incorporates monolingual corpora and produces slightty be
ter crosslingual LM adaptation results than the baselirile-wi
out monolingual corpora. Incorporating monolingual cago
without the parallel document clusters can lead to sevare pe
formance degradation implying that a one-to-one topicesorr
spondence constraints between parallel document clusters
crucial.
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