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YCSB++

* Understand, improve scalable table store
systems

 Explore HBase, IcyTable (IBT), etc.

Case Studies (IlcyTable, unless marked)

 Batch insert for throughput vs. eventual consistency lag time

HBase: Time lag for different buffer sizes
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Number of clauses

Number of clauses

More complex ACLs
slows insertion rate

Core problem is tester client
CPU because each ACL
requires distinct processing

 Offloading selection filtering to servers
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