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DIFFERENTIAL PRIVACY

A mechanism satisfies e-differential privacy if for any
neighboring x, x’and any y

pyix(y | x) < e“py|x(y | X').

Indistinguishability between pairwise likelihoods.
Limited additional information leakage.

The privacy—distortion problem under differential privacy
(PD-DP):

min Z Z px(X)pyix(y | x)d(x,y)

PYIX xeD"yeD"
subject to  pyx(y | X) < eed,onx(y | x7),
Vx,x" €eD":x~x",Vy e D"

Py|x 1s valid.

IDENTIFIABILITY MUTUAL-INFORMATION PRIVACY

A mechanism satisfies e-mutual-information
privacy if [(X;Y) < €.
Average guarantee.

The privacy—distortion problem under
mutual-information privacy (PD-MIP):

A mechanism satisfies e-identifiability if for
any neighboring x, x’and any y

px1y(x | y) < eSpxiv(x” | y).

Indistinguishability between pairwise posteriors.
Absolute guarantee.

The privacy—distortion problem under g]yig (X:)
identifiability (PD-1): subject to Z Z px(X)pyix(y | X)d(x,y) < D,
min Z Z py(Y)pxiy(x | y)d(x,y) XSPTYED?
PXIY:PY  (Bn oD Py|x 1s valid.

subject to  pxjy(x | y) < e pxiv(x” | y),
Vx,x"€eD": x~x",Vy eD",

Rate—distortion function.

Px|y, Py are valid, consistent with px.
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