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WALT Dataset

Type #Cameras #FPS #Duration #Images #UnOcc Obj 
Ours 6 60 3s 10 Mil 21 Mil

Youtube 6 30 3s 5 Mil 15 Mil
Total 12 - - 15 Mil 36 Mil

WALT Improves Segmentation

Ricardo Martin-Brualla

Goal: Learning Automatic 2D Amodal Representation 
Human Amodal Supervision is Hard

Human amodal annotations are sparse and imprecise [1][2]

Synthetic datasets have domain gap with real data[4]

Issues: Current datasets are insufficient and imprecise
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Comparisons
Method KINS

[1]
COCOA

[3]
SWALT

γ=0.01 γ=0.5

ASN[1] 24.9 29.6 79.4 76.91

BCN[2] 27.3 32.7 82.79 77.44

Ours 27.9 33.1 83.6 78.2

Method CWALT SWALT

γ=0.01 γ=0.5

ASN[1] 66.1 83.1 81.9

BCN[2] 73.2 89.9 88.3

Ours 75.3 92.1 91.7

CWALT =  Clip-Art WALT Dataset
SWALT =  Stationary Object Based WALT Dataset

 Consists of 12(4K and 1080p) and expanding 
cameras capturing data over a year in short bursts.

Our Camera Youtube Live Stream

WALT Improves 
Tracking

Accurate amodal segmentation 
enhances tracking accuracy

Supervision From Time-Lapse 

Unoccluded Object Detected
Input Time-Lapse Video

Mined Unoccluded Objects

Generate Realistic GroundTruth using Compositing

Speed-Up TrainingWALT Amodal Network
Unoccluded object tracking 

improves training speed
The Network learns Amodal object- Occluder and occluded objects interactions

Robust to Occlusions
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CG for Amodal leaves Domain Gap

Unoccluded 
Object Detection 
is Much Easier

Classify unoccluded and occluded 
objects  using planar based IOU 


