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Abstract

Error-correcting codes are used to cope with the corruption of data
by noise during communication or storage. A code uses an encoding
procedure that judiciously introduces redundancy into the data to pro-
duce an associated codeword. The redundancy built into the codewords
enables one to decode the original data even from a somewhat distorted
version of the codeword. The central trade-off in coding theory is the
one between the data rate (amount of non-redundant information per
bit of codeword) and the error rate (the fraction of symbols that could
be corrupted while still enabling data recovery). The traditional decod-
ing algorithms did as badly at correcting any error pattern as they
would do for the worst possible error pattern. This severely limited the
maximum fraction of errors those algorithms could tolerate. In turn,
this was the source of a big hiatus between the error-correction per-
formance known for probabilistic noise models (pioneered by Shannon)
and what was thought to be the limit for the more powerful, worst-case
noise models (suggested by Hamming).

In the last decade or so, there has been much algorithmic progress
in coding theory that has bridged this gap (and in fact nearly elimi-
nated it for codes over large alphabets). These developments rely on



an error-recovery model called “list decoding,” wherein for the patho-
logical error patterns, the decoder is permitted to output a small list of
candidates that will include the original message. This book introduces
and motivates the problem of list decoding, and discusses the central
algorithmic results of the subject, culminating with the recent results
on achieving “list decoding capacity.”



Part I

General Literature



1
Introduction

1.1 Codes and noise models

Error-correcting codes enable reliable transmission of information over
a noisy communication channel. The idea behind error-correcting codes
is to encode the message to be transmitted into a longer, redundant
string (called a codeword) and then transmit the codeword over the
noisy channel. The redundancy is judiciously chosen in order to enable
the receiver to decode the transmitted codeword even from a somewhat
distorted version of the codeword. Naturally, the larger the amount of
noise (quantified appropriately, according to the specific channel noise
model) one wishes to correct, the greater the redundancy that needs
to be introduced during encoding. A convenient measure of the redun-
dancy is the rate of an error-correcting code, which is the ratio of the
number of information bits in the message to the number of bits in the
codeword. The larger the rate, the less redundant the encoding.

The trade-off between the rate and the amount of noise that can be
corrected is a fundamental one, and understanding and optimizing the
precise trade-off is one of the central objectives of coding theory. The
optimal rate for which reliable communication is possible on a given
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noisy channel is typically referred to as “capacity.” The challenge is
to construct codes with rate close to capacity, together with efficient
algorithms for encoding and error correction (decoding).

The underlying model assumed for the channel noise crucially gov-
erns the rate at which one can communicate while tolerating noise.
One of the simplest models is the binary symmetric channel; here the
channel flips each bit independently with a certain cross-over prob-
ability p. It is well-known that the capacity of this channel equals
1 − H(p) where H(x) = −x log2 x − (1 − x) log2(1 − x) is the binary
entropy function. In other words, there are codes of rate up to
1 − H(p) that achieve probability of miscommunication approaching 0
(for large message lengths), and for rates above 1 − H(p), no such codes
exist.

The above was a stochastic model of the channel, wherein we took
an optimistic view that we knew the precise probabilistic behavior of
the channel. This stochastic approach was pioneered by Shannon in
his landmark 1948 paper that marked the birth of the field of infor-
mation theory [65]. An alternate, more combinatorial approach, put
forth by Hamming [46], models the channel as a jammer or adversary
that can corrupt the codeword arbitrarily, subject to a bound on the
total number of errors it can cause. This is a stronger noise model since
one has to deal with worst-case or adversarial, as opposed to typical,
noise patterns. Codes and algorithms designed for worst-case noise are
more robust and less sensitive to inaccuracies in modeling the pre-
cise channel behavior (in fact, they obviate the need for such precise
modeling!).

This survey focuses on the worst-case noise model. Our main objec-
tive is to highlight that even against adversarial channels, one can
achieve the information-theoretically optimal trade-off between rate
and fraction of decodable errors, matching the performance possible
against weaker, stochastic noise models. This is shown for an error
recovery model called list decoding, wherein for the pathological, worst-
case noise patterns, the decoder is permitted to output a small list
of candidate messages that will include the correct message. We next
motivate the list decoding problem, and discuss how it offers the hope
of achieving capacity against worst-case errors.
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Remark 1. [Arbitrarily varying channel]
The stochastic noise model assumes knowledge of the precise prob-

ability law governing the channel. The worst-case model takes a con-
servative, pessimistic view of the power of the channel assuming only
a limit on the total amount of noise. A hybrid model called Arbitrarily
Varying Channel (AVC) has also been proposed to study communi-
cation under channel uncertainty. Here the channel is modeled as a
jammer which can select from a family of strategies (corresponding to
different probability laws) and the sequence of selected strategies, and
hence the channel law, is not known to the sender. The strategy can in
general vary arbitrarily from symbol to symbol, and the goal is to do
well against the worst possible sequence. A less powerful model is that
of the compound channel where the jammer has a choice of strategies,
but the chosen channel law does not change during the transmission of
various symbols of the codeword. AVCs have been the subject of much
research – the reader can find a good introduction to this topic as well
as numerous pointers to the extensive literature in a survey by Lapi-
doth and Narayan [54]. To the author’s understanding, it seems that
much of the work has been of a non-constructive flavor, driven by the
information-theoretic motivation of determining the capacity under dif-
ferent AVC variants. There has been less focus on explicit constructions
of codes or related algorithmic issues.

1.2 List decoding: Context and motivation

Given a received word r, which is a distorted version of some codeword
c, the decoding problem strives to find the original codeword c. The
natural error recovery approach is to place one’s bet on the codeword
that has the highest likelihood of being the one that was transmitted,
conditioned on receiving r. This task is called Maximum Likelihood
Decoding (MLD), and is viewed as the holy grail in decoding. MLD
amounts to finding the codeword closest to r under an appropriate
distance measure on distortions (for which a larger distortion is less
likely than a smaller one). In this survey, we will measure distortion by
the Hamming metric, i.e., the distance between two strings x,y ∈ Σn
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is the number of coordinates i ∈ {1,2, . . . ,n} for which xi �= yi. MLD
thus amounts to finding the codeword closest to the received word in
Hamming distance. No approach substantially faster than a brute-force
search is known for MLD for any non-trivial code family. One, therefore
settles for less ambitious goals in the quest for efficient algorithms. A
natural relaxed goal, called Bounded Distance Decoding (BDD), would
be to perform decoding in the presence of a bounded number of errors.
That is, we assume at most a fraction p of symbols are corrupted by
the channel, and aim to solve the MLD problem under this promise.
In other words, we are only required to find the closest codeword when
there is a codeword not too far away (within distance pn) from the
received word.

In this setting, the basic trade-off question is: What is the largest
fraction of errors one can correct using a family of codes of rate R? Let
C : ΣRn → Σn be the encoding function of a code of rate R (here n is
the block length of the code, and Σ is the alphabet to which codeword
symbols belong). Now, a simple pigeonholing argument implies there
must exist x �= y such that the codewords C(x) and C(y) agree on the
first Rn − 1 positions. In turn, this implies that when C(x) is transmit-
ted, the channel could distort it to a received word r that is equidistant
from both C(x) and C(y), and differs from each of them in about a
fraction (1 − R)/2 of positions. Thus, unambiguous bounded distance
decoding becomes impossible for error fractions exceeding (1 − R)/2.

However, the above is not a compelling reason to be pessimistic
about correcting larger amounts of noise. This is due to the fact that
received words such as r reflect a pathological case. The way Hamming
spheres pack in high-dimensional space, even for p much larger than
(1 − R)/2 (and in fact for p ≈ 1 − R) there exist codes of rate R (over a
larger alphabet Σ) for which the following holds: for most error patterns
e that corrupt fewer than a fraction p of symbols, when a codeword c
gets distorted into z by the error pattern e, there will be no codeword
besides c within Hamming distance pn of z.1 Thus, for typical noise

1 This claim holds with high probability for a random code drawn from a natural ensemble.
In fact, the proof of Shannon’s capacity theorem for q-ary symmetric channels can be
viewed in this light. For Reed–Solomon codes, which will be our main focus later on, this
claim has been shown to hold, see [19,58,59].
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patterns one can hope to correct many more errors than the above
limit faced by the worst-case error pattern. However, since we assume
a worst-case noise model, we do have to deal with bad received words
such as r. List decoding provides an elegant formulation to deal with
worst-case errors without compromising the performance for typical
noise patterns – the idea is that in the worst-case, the decoder may
output multiple answers. Formally, the decoder is required to output a
list of all codewords that differ from the received word in a fraction p

of symbols.
Certainly returning a small list of possibilities is better and more

useful than simply giving up and declaring a decoding failure. Even if
one deems receiving multiple answers as a decoding failure, as men-
tioned above, for many error patterns in the target noise range, the
decoder will output a unique answer, and we did not have to model
the channel stochastics to design our code or algorithm! It may also be
possible to pick the correct codeword from the list, in case of multiple
answers, using some semantic context or side information (see [23]).
Also, if in the output list, there is a unique closest codeword, we can
also output that as the maximum likelihood choice. In general, list
decoding is a stronger error-recovery model than outputting just the
closest codeword(s), since we require that the decoder output all the
close codewords (and we can always prune the list as needed). For
several applications, such as concatenated code constructions and also
those in complexity theory, having the entire list adds more power
to the decoding primitive than deciding solely on the closest code-
word(s).

Some other channel and decoding models. We now give pointers
to some other relaxed models where one can perform unique decoding
even when the number of errors exceeds half the minimum Hamming
distance between two codewords. We already mentioned one model
where an auxiliary channel can be used to send a small amount of side
information which can be used to disambiguate the list [23]. Another
model that allows one to identify the correct message with high proba-
bility is one where the sender and recipient share a secret random key,
see [53] and a simplified version in [67].
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Finally, there has been work where the noisy channel is modeled
as a computationally bounded adversary (as opposed to an all-powerful
adversary), that must introduce the errors in time polynomial in the
block length. This is a very appealing model since it is a reasonable
hypothesis that natural processes can be implemented by efficient com-
putation, and therefore real-world channels are, in fact, computation-
ally bounded. The computationally bounded channel model was put
forth by Lipton [56]. Under standard cryptographic assumptions, it
has been shown that in the private key model where the sender and
recipient share a secret random seed, it is possible to decode correctly
from error rates higher than half-the-minimum-distance bound [21,48].
Recently, similar results were established in a much simpler crypto-
graphic setting, assuming only that one-way functions exist, and that
the sender has a public key known to the receiver (and possibly to the
channel as well) [60].

1.3 The potential of list decoding

The number of codewords within Hamming distance pn of the worst-
case received word r is clearly a lower bound on the runtime of any
list decoder that corrects a fraction p of errors. Therefore, in order
for a polynomial time list decoding algorithm to exist, the underlying
codes must have the a priori combinatorial guarantee of being p-list-
decodable, namely every Hamming ball of radius pn has a small number,
say L(n), of codewords for some polynomially bounded function L(·).2
This “packing” constraint poses a combinatorial upper bound on the
rate of the code; specifically, it is not hard to prove that we must have
R � 1 − p or otherwise the worst-case list size will grow faster than any
polynomial in the block length n.

Remarkably, this simple upper bound can actually be met. In other
words, for every p, 0 < p < 1, there exist codes of rate R = 1 − p − o(1)
which are p-list-decodable. That is, non-constructively we can show the
existence of codes of rate R that offer the potential of list decoding up
to a fraction of errors approaching (1 − R). We will refer to the quan-
tity (1 − R) as the list decoding capacity. Note that the list decoding

2 Throughout the survey, we will be dealing with the asymptotics of a family of codes of
increasing block lengths with some fixed rate.
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capacity is twice the fraction of errors that one could decode if we
insisted on a unique answer always – quite a substantial gain! Since the
message has Rn symbols, information-theoretically we need at least a
fraction R of correct symbols at the receiving end to have any hope
of recovering the message. Note that this lower bound applies even if
we somehow knew the locations of the error and could discard those
misleading symbols. With list decoding, therefore, we can potentially
reach this information-theoretic limit and decode as long as we receive
slightly more than Rn correct symbols (the correct symbols can be
located arbitrarily in the received word, with arbitrary noise affecting
the remaining positions).

To realize this potential, however, we need an explicit description
of such capacity-achieving list-decodable codes, and an efficient algo-
rithm to perform list decoding up to the capacity (the combinatorics
only guarantees that every Hamming ball of certain radius has a small
number of codewords, but does not suggest any efficient algorithm to
actually find those codewords). The main technical result in this sur-
vey will achieve precisely this objective – we will give explicit codes of
rate R with a polynomial time list decoding algorithm for a fraction
(1 − R − ε) of errors, for any desired ε > 0.

The above description was deliberately vague on the size of the
alphabet Σ. The capacity 1 − R for codes of rate R applies in the limit
of large alphabet size. It is also of interest to ask how well list decoding
performs for codes over a fixed alphabet size q. For the binary (q = 2)
case, to correct a fraction p of errors, list decoding offers the potential
of communicating at rates up to 1 − H(p). This is exactly the capacity
of the binary symmetric channel with cross-over probability p that we
discussed earlier. With list decoding, therefore, we can deal with worst-
case errors without any loss in rate. For binary codes, this remains a
non-constructive result and constructing explicit codes that achieve list
decoding capacity remains a challenging goal.

1.4 The origins of list decoding

List decoding was proposed in the late 50s by Elias [13] and
Wozencraft [78]. Curiously, the original motivation in [13] for formu-
lating list decoding was to prove matching upper and lower bounds on
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the decoding error probability under maximum likelihood decoding on
the binary symmetric channel. In particular, Elias showed that, when
the decoder is allowed to output a small list of candidate codewords
and a decoding error is declared only when the original codeword is not
on the output list, the average error probability of all codes is almost
as good as that of the best code, and in fact almost all codes are almost
as good as the best code. Despite its origins in the Shannon stochastic
school, it is interesting that list decoding ends up being the right notion
to realize the true potential of coding in the Hamming combinatorial
school, against worst-case errors.

Even though the notion of list decoding dates back to the late
1950s, it was revived with an algorithmic focus only recently, beginning
with the Goldreich–Levin algorithm [17] for list decoding Hadamard
codes, and Sudan’s algorithm in the mid 1990s for list decoding Reed–
Solomon codes [69]. It is worth pointing out that this modern revival
of list decoding was motivated by questions in computational complex-
ity theory. The Goldreich–Levin work was motivated by constructing
hard-core predicates, which are of fundamental interest in complexity
theory and cryptography. The motivation for decoding Reed–Solomon
and related polynomial-based codes was (at least partly) establishing
worst-case to average-case reductions for problems such as the perma-
nent. These and other more recent connections between coding theory
(and specifically, list decoding) and complexity theory are surveyed
in [29,70,74] and [28, Chapter 12].

1.5 Scope and organization of the book

The goal of this survey is to obtain algorithmic results in list decod-
ing. The main technical focus will be on giving a complete presenta-
tion of the recent algebraic results achieving list decoding capacity. We
will only provide pointers or brief descriptions for other works on list
decoding.

The survey is divided into two parts. The first part (Chapters 1–5)
covers the general literature, and the second part focuses on achieving
list decoding capacity. The author’s Ph.D. dissertation [28] provides
a more comprehensive treatment of list decoding. In comparison with
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[28], most of Chapter 5 and the entire Part II of this survey discuss
material developed since [28].

We now briefly discuss the main technical contents of the various
chapters. The basic terminology and definitions are described in Chap-
ter 2. Combinatorial results which identify the potential of list decoding
in an existential, non-constructive sense are presented in Chapter 3. In
particular, these results will establish the capacity of list decoding (over
large alphabets) to be 1 − R. We begin the quest for explicitly and algo-
rithmically realizing the potential of list decoding in Chapter 4, which
discusses a list decoding algorithm for Reed–Solomon (RS) codes – the
algorithm is based on bivariate polynomial interpolation. We conclude
the first part with a brief discussion in Chapter 5 of algorithmic results
for list decoding certain codes based on expander graphs.

In Chapter 6, we discuss folded Reed–Solomon codes, which are RS
codes viewed as a code over a larger alphabet. We present a decoding
algorithm for folded RS codes that uses multivariate interpolation plus
some other algebraic ideas concerning finite fields. This lets us approach
list decoding capacity. Folded RS codes are defined over a polynomially
large alphabet, and in Chapter 7 we discuss techniques that let us bring
down the alphabet size to a constant independent of the block length.
We conclude with some notable open questions in Chapter 8.



2
Definitions and Terminology

2.1 Basic coding terminology

We review the terminology that will be needed and used throughout
the survey. Facility with basic algebra concerning finite fields and field
extensions is assumed, though we recap some basic notation and facts
at the end of this Chapter. Some comfort with probabilistic and com-
binatorial arguments, and analysis of algorithms would be a plus.

Let Σ be a finite alphabet. An error-correcting code, or simply code,
over the alphabet Σ, is a subset of Σn for some positive integer n. The
elements of the code are referred to as codewords. The number n is
called the block length of the code. If |Σ| = q, we say that the code
is q-ary, with the term binary used for the q = 2 case. Note that the
alphabet size q may be a function of the block length. Associated with
an error-correcting code C is an encoding function E : {1,2, . . . , |C|} →
Σn that maps a message to its associated codeword. Sometimes, we find
it convenient to abuse notation and identify the encoding function with
the code, viewing the code itself as a map from messages to codewords.

The rate of a q-ary error-correcting code is defined to be logq |C|
n .

The rate measures the amount of actual information transmitted per
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bit of channel use. The larger the rate, less redundant the encoding.
The minimum distance (or simply distance) of a code C is equal to the
minimum Hamming distance between two distinct codewords of C. It
is often convenient to measure distance by a normalized quantity in
the range [0,1] called the minimum relative distance (or simply relative
distance), which equals the ratio of the minimum distance to the block
length. A large relative distance bestows good error-correction potential
on a code. Indeed, if a codeword is corrupted in less than a fraction δ/2
of the positions, where δ is the relative distance, then it may be correctly
recovered as the unique codeword that is closest to the received word
in Hamming distance.

A word on the asymptotics is due. We will be interested in families
of codes with increasing block lengths all of which have rate bounded
below by an absolute constant R > 0 (i.e., the rate does not tend to
0 as the block length grows). Moreover, we would also like the rela-
tive distance of all codes in the family to be bounded below by some
absolute constant δ > 0. If the alphabet of the code family is fixed
(independent of the block length), such code families are said to be
asymptotically good. There is clearly a trade-off between the rate R and
relative distance δ. The Singleton bound is a simple bound which says
that R � 1 − δ. This bound is achieved by certain codes (called MDS
codes) over large alphabets (with size growing with the block length),
but there are tighter bounds known for codes over alphabets of fixed
constant size. For example, for q-ary codes, the Plotkin bound states
that R � 1 − qδ

q−1 for 0 � δ < 1 − 1/q, and the rate must vanish for
δ � 1 − 1/q, so that one must have δ < 1 − 1/q in order to have positive
rate. The Gilbert-Varshamov bound asserts that there exist q-ary codes
with rate R � 1 − Hq(δ) where Hq(x) is the q-ary entropy function
defined as Hq(x) = x logq(q − 1) − x logq x − (1 − x) logq(1 − x). The
Elias–Bassalygo upper bound states that R � 1 − Hq(J(δ,q)) where

J(δ,q) = (1 − 1/q)
(
1 −

√
1 − qδ

q−1

)
. We will run into the quantity

J(δ,q) in Chapter 3 when we discuss the Johnson bound on list decod-
ing radius.

A particularly important subclass of codes are linear codes. A linear
code is defined over an alphabet that is a finite field, say F. A linear code
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of block length n is simply a subspace of F
n (viewed as a vector space

over F). The dimension of C as a vector space is called the dimension
of the code. Note that if the dimension of C is k then |C| = |F|k and
the rate of C equals k/n. The encoding function of a linear code can
be viewed as a linear transformation E : F

k → F
n, where E(x) = Gx

for a matrix G ∈ F
n×k called the generator matrix.

2.2 Definitions for list decoding

The problem of list decoding a code C of block length n up to a fraction
p of errors (or radius p) is the following: given a received word, output
the list of all codewords c ∈ C within Hamming distance pn from it. To
perform this task in worst-case polynomial time for a family of codes,
we need the a priori combinatorial guarantee that the output list size
will be bounded by a polynomial in the block length, irrespective of
which word is received. This motivates the following definition.

Definition 2.1.((p,L)-list-decodability) For 0 < p < 1 and an inte-
ger L � 1, a code C ⊆ Σn is said to be list decodable up to a fraction
p of errors with list size L, or more succinctly (p,L)-list-decodable, if
for every y ∈ Σn, the number of codewords c ∈ C within Hamming
distance pn from y is at most L. For a function L̂ : Z

+ → Z
+, and

0 < p < 1, a family of codes is said to be (p, L̂)-list-decodable if every
code C in the family is (p, L̂(n))-list-decodable, where n is the block
length of C. When the function L̂ takes on the constant value L for all
block lengths, we simply say that the family is (p,L)-list-decodable.

Note that a code being (p,1)-list-decodable is equivalent to saying
that its relative distance is greater than 2p. We will also need the
following definition concerning a generalization of list decoding.

Definition 2.2. (List recovering) For 0 � p < 1 and integers 1 �
� � L, a code C ⊆ Σn is said to be (p,�,L)-list-recoverable if for all
sequences of subsets S1,S2, . . . ,Sn with each Si ⊂ Σ satisfying |Si| � �,
there are at most L codewords c = (c1, . . . , cn) ∈ C with the property
that ci ∈ Si for at least (1 − p)n values of i ∈ {1,2, . . . ,n}. The value
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� is referred to as the input list size. A similar definition applies to
families of codes.

Note that a code being (p,1,L)-list-recoverable is the same as it
being (p,L)-list-decodable. For (p,�,L)-list-recovering with � > 1, even
a noise fraction p = 0 leads to non-trivial problems. In this noise-free
(i.e., p = 0) case, for each location we are given � possibilities one of
which is guaranteed to match the codeword, and the objective is to
find all codewords for which this property holds. A special case of such
noise-free list recovering is when � codewords are given in scrambled
order and the goal is to recover all of them. We will consider this toy
decoding problem for Reed–Solomon codes in Chapter 4, and in fact it
will be the stepping stone for our list decoding algorithms.

2.3 Useful code families

We now review some of the code constructions that will be heavily
used in this survey. We begin with the class of Reed–Solomon Codes,
which are an important, classical family of algebraic error-correcting
codes.

Definition 2.3. A Reed–Solomon code, RSF,S [n,k], is parameterized
by integers n,k satisfying 1 � k � n, a finite field F of size at least n,
and a tuple S = (α1,α2, . . . ,αn) of n distinct elements from F. The code
is described as a subset of F

n as:

RSF,S [n,k] = {(p(α1),p(α2), . . . ,p(αn)) | p(X) ∈ F[X] is a

polynomial of degree � k}.

In other words, the message is viewed as a polynomial, and it is encoded
by evaluating the polynomial at n distinct field elements α1, . . . ,αn. The
resulting code is linear of dimension k + 1, and its minimum distance
equals n − k, which is the best possible for dimension k + 1 (attains
the Singleton bound).

Concatenated codes: Reed–Solomon codes are defined over a large
alphabet, one of size at least the block length of the code. A sim-
ple, but powerful technique called code concatenation can be used to
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construct codes over smaller alphabets starting with codes over a larger
alphabets.

The basic idea behind code concatenation is to combine two codes,
an outer code Cout over a larger alphabet (of size Q, say), and an inner
code Cin with Q codewords over a smaller alphabet (of size q, say),
to get a combined q-ary code that, loosely speaking, inherits the good
features of both the outer and inner codes. These were introduced by
Forney [15] in a classic work. The basic idea is very natural: to encode a
message using the concatenated code, we first encode it using Cout, and
then in turn encode each of the resulting symbols into the corresponding
codeword of Cin. Since there are Q codewords in Cin, the encoding
procedure is well defined. Note that the rate of the concatenated code
is the product of the rates of the outer and inner codes.

The big advantage of concatenated codes for us is that we can get
a good list decodable code over a small alphabet (say, binary codes)
based on a good list decodable outer code over a large alphabet (like
a Reed–Solomon code) and a “suitable” binary inner code. The block
length of the inner code is small enough to permit a brute-force search
for a “good” code in reasonable time.

Code concatenation works rather naturally in conjunction with list
recovering of the outer code to give algorithmic results for list decoding.
The received word for the concatenated code is broken into blocks cor-
responding to the inner encodings of the various outer symbols. These
blocks are list decoded, using a brute-force inner decoder, to produce
a small set of candidates for each symbol of the outer codeword. These
sets can then be used as input to a list recovering algorithm for the
outer code to complete the decoding. It is not difficult to prove the
following based on the above algorithm:

Lemma 2.1. If the outer code is (p1, �,L)-list-recoverable and the inner
code is (p2, �)-list-decodable, then the concatenated code is (p1p2,L)-
list-decodable.

Code concatenation and list recovering will be important tools for
us in Chapter 7 where we will construct codes approaching capacity
over a fixed alphabet.
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2.4 Basic finite field algebra

We recap basic facts and notation concerning finite fields. For any prime
p, the set of integers modulo p form a field, which we denote by Fp.

The ring of univariate polynomials in variable X with coefficients
from a field F is denoted by F[X]. A polynomial f(X) is said to be
irreducible over F, if f(X) = r(X)s(X) for r(X),s(X) ∈ F[X] implies
that either r(X) or s(X) is a constant polynomial. A polynomial is
said to be monic if its leading coefficient is 1. The ring F[X] has unique
factorization: Every monic polynomial can be written uniquely as a
product of monic irreducible polynomials.

If h(X) is an irreducible polynomial of degree e over F, then the
quotient ring F[X]/(h(X)), consisting of polynomials modulo h(X), is
a finite field with |F|e elements (just as Fp = Z/(p) is a field, where Z is
the ring of integers and p is a prime). The field F[X]/(h(X)) is called
an extension field of degree e over F; the extension field also forms a
vector space of dimension e over F.

The prime fields Fp, and their extensions as defined above, yield all
finite fields. The size of a finite field is thus always a prime power.
The characteristic of a finite field equals p if it is an extension of
the prime field Fp. Conversely, for every prime power q, there is a
unique (up to isomorphism) finite field Fq. We denote by F

∗
q the set

of nonzero elements of Fq. It is known that F
∗
q is a cyclic group

(under the multiplication operation), generated by some γ ∈ F
∗
q , so

that F
∗
q = {1,γ,γ2, . . . ,γq−2}. Any such γ is called a primitive element.

There are in fact φ(q − 1) such primitive elements, where φ(q − 1) is
the number of positive integers less than q − 1 that are relatively prime
to q − 1.

We owe a lot to the following basic property of fields: Let f(X) ∈
F[X] be a nonzero polynomial of degree d. Then f(X) has at most d

roots in F.



3
Combinatorics of List Decoding

In this chapter, we prove combinatorial results concerning list-
decodable codes, and study the relation between the list decodability
of a code and its other basic parameters such as minimum distance and
rate. We will show that every code can be list decoded using small lists
beyond half its minimum distance, up to a bound we call the Johnson
radius. We will also prove existential results for codes that will high-
light the sort of rate vs. list decoding radius trade-off one can hope for.
Specifically, we will prove the existence of (p,L)-list-decodable codes
of good rate and thereby pinpoint the capacity of list decoding. This
then sets the stage for the goal of realizing or coming close to these
trade-offs with explicit codes, as well as designing efficient algorithms
for decoding up to the appropriate list decoding radius.

3.1 The Johnson bound

If a code has distance d, every Hamming ball of radius less than d/2 has
at most one codeword. The list decoding radius for a list size of 1 thus
equals

[
d−1
2

]
. Could it be that already at radius slightly greater than

d/2 we can have a large number of codewords within some Hamming
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ball? We will prove a result called the Johnson bound which rules out
such a phenomenon. It highlights the potential of list decoding with
small lists up to a radius, which we call the Johnson radius, that is
much larger than d/2. In turn, this raises the algorithmic challenge
of decoding well-known codes such as Reed–Solomon codes up to the
Johnson radius, a task we will undertake in the next chapter.

The Johnson bound is a classical bound in coding theory and is
at the heart of the Elias–Bassalygo bound on rate as a function of
relative distance. The Johnson bound was stated and proved in the
context of list decoding, in a form similar to that presented here, in [20,
Section 4.1]. A simpler geometric proof of the Johnson bound appears
in [28, Chapter 3]. Here, for sake of variety, we present a combinatorial
proof that has not appeared in this form before. The proof was shown to
us by Jaikumar Radhakrishnan [64]. In the following, we use ∆(a,b) to
denote the Hamming distance between strings a and b. We use B(r,e)
(or Bq(r,e) if we want to make the alphabet size explicit) to denote the
Hamming ball of radius e centered at r. For a set S, the notation

(
S
2

)
stands for all subsets of S of size 2.

Theorem 3.1.(Johnson bound) Suppose r ∈ [q]n, and B ⊆ [q]n. Let

d = E
{x,y}∈(B

2)
[∆(x,y)];

e = E
x∈B

[∆(r,x)].

Then, |B| �
q

q−1 · d
n(

1 − q
q−1 · e

n

)2 −
(
1 − q

q−1 · d
n

) , provided the denomina-

tor is positive.

Corollary 3.2. Let C be any q-ary code of block length n and
minimum distance d =

(
1 − 1

q

)
(1 − δ)n for some δ ∈ (0,1). Let e =(

1 − 1
q

)
(1 − γ)n for some γ ∈ (0,1) be an integer. Suppose γ2 > δ.

Then, for all r ∈ [q]n, |Bq(r,e) ∩ C| � 1−δ
γ2−δ

.
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Proof. Let B = Bq(r,e) ∩ C. Let

E
{x,y}∈(B

2)
[∆(x,y)] =

(
1 − 1

q

)
(1 − δ′)n;

and E
x∈B

[∆(r,x)] =
(

1 − 1
q

)
(1 − γ′)n.

We then have δ′ � δ < γ2 � γ′2, and by Theorem 3.1,

|Bq(r,e) ∩ C| � 1 − δ′

γ′2 − δ′ = 1 +
1 − γ′2

γ′2 − δ′ � 1 +
1 − γ2

γ2 − δ
=

1 − δ

γ2 − δ
.

The bound n
(
1 − 1

q

)(
1 −

√
1 − q

q−1 · d
n

)
is called the (q-ary)

Johnson radius, and in every q-ary code of relative distance d/n, every
Hamming ball of this radius is guaranteed to have few codewords.

Proof. (of Theorem 3.1) To keep the notation simple, we will assume
that the alphabet is {0,1, . . . , q − 1} and that r = 0n. Let β = e

n and
M = |B|. Pick distinct codewords x = (x1, . . . ,xn), y = (y1, . . . ,yn) ∈ B,
uniformly at random. We will obtain a lower bound (in terms of e

and M) on the expected number of coordinates where x and y agree.
We know that this expectation is n − d. The theorem will follow by
comparing these two quantities.

For i ∈ [n] and α ∈ [q], let ki(α) = |{x ∈ B : xi = α}|. Note that∑
α∈[q] ki(α) = M . Also, ki(0) is the number of codewords in B that

agree with r at location i. Thus, for i = 1,2, . . . ,n,

Pr [xi = yi] =
(

M

2

)−1 ∑
α∈[q]

(
ki(α)

2

)

=
(

M

2

)−1
[(

ki(0)
2

)
+

q−1∑
α=1

(
ki(α)

2

)]

�
(

M

2

)−1
[(

ki(0)
2

)
+ (q − 1)

(M−ki(0)
q−1
2

)]
,
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using Jensen’s inequality. Then, the expected number of coordinates
where x and y agree is

n∑
i=1

Pr[xi = yi] �
(

M

2

)−1 n∑
i=1

[(
ki(0)

2

)
+ (q − 1)

(M−ki(0)
q−1
2

)]

�
(

M

2

)−1

n

[(
k

2

)
+ (q − 1)

(M−k
q−1
2

)]
, (3.1)

using Jensen’s inequality again, where k = 1
n

∑
i ki(0) = M

(
n−e
n

)
. This

expectation is exactly n − d. Thus,(
n − d

n

)(
M

2

)
�

(
k

2

)
+ (q − 1)

(M−k
q−1
2

)

i.e.,
(

n − d

n

)
M(M − 1) � k(k − 1) + (M − k)

(
M − k

q − 1
− 1

)
.

Substituting 1 − e
n for k

M , the above is equivalent to(
1 − d

n

)
(M − 1) �

(
1 − e

n

)2
M +

e2

(q − 1)n2 M − 1,

which upon rearranging gives

M �
q

q−1 · d
n(

1 − q
q−1 · e

n

)2 −
(
1 − q

q−1 · d
n

) .

We can also state the following alphabet independent version of the
Johnson bound:

Theorem 3.3. (Large alphabet) Let C be a q-ary code of block
length n and distance d. Suppose r ∈ [q]n and (n − e)2 > n(n − d).
Then,

|B(r,e) ∩ C| � nd

(n − e)2 − n(n − d)
.

In particular, if (n − e)2 � n(n − d) + 1, then |B(r,e) ∩ C| � n2.
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Proof. The denominator of the upper bound on |B| in Theorem 3.1
equals

q

q − 1

(
q

q − 1
e2

n2 − 2e

n
+

d

n

)
� q

q − 1

((
1 − e

n

)2

−
(

1 − d

n

))
.

Hence it follows that |B| � nd
(n−e)2−n(n−d) .

Theorem 3.3 says that a code of relative distance δ can be list
decoded up to a fraction (1 − √

1 − δ) of errors with polynomial size
lists. Note that for δ → 1, the fraction of errors approaches 1, whereas
with unique decoding, we can never correct more than a fraction 1/2
of errors.

The reader may wonder whether the Johnson bound is tight, or
whether it may be possible to improve it and show that for every
code of a certain relative distance, Hamming balls of radius some-
what larger than the Johnson radius still have polynomially many
codewords. It turns out that purely as a function of the distance, the
Johnson bound is the best possible. That is, there exist codes which
have super-polynomially many codewords in a ball of radius slightly
bigger than the Johnson radius. For general codes, this is shown by
an easy random coding argument which picks, randomly and indepen-
dently, several codewords of weight slightly greater than the Johnson
radius [20, Section 4.3]. For linear codes, the result is harder to prove,
and was shown for the binary case in [24].

We remark that, in a certain precise sense, it is known that for
most codes, the Johnson bound is not tight and list decoding radius
for polynomial-sized lists far exceeds the Johnson radius. This follows
from random coding arguments used in the proofs of Theorems 3.5 and
3.6 below.

3.2 The capacity of list decoding

We now turn to determining the trade-off between the rate of a code and
its list decoding radius, i.e., the “capacity” of list decoding. Through-
out, q will be the alphabet size and p the fractional error-correction
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radius. The function Hq(x) denotes the q-ary entropy function, given by

Hq(x) = x logq(q − 1) − x logq x − (1 − x) logq(1 − x). (3.2)

The significance of the entropy function for us is the fact that
asymptotically qHq(p)n is a very good estimate of the volume |Bq(0,pn)|
of the q-ary Hamming ball of radius pn. Note that |Bq(0,pn)| =∑pn

i=1
(
n
i

)
(q − 1)i. It is known, see for example [75, Chapter 1], that

for 0 < p < 1 − 1/q and growing n,

qHq(p)n−o(n) � |Bq(0,pn)| � qHq(p)n. (3.3)

We begin with a simple upper bound on the list decoding radius.

Theorem 3.4. Let q � 2 be an integer, 0 < p < 1 − 1/q, and ε > 0.
Then for all large enough n, if C is a q-ary code of block length n and
rate 1 − Hq(p) + ε, then there is a center r ∈ [q]n such that |Bq(r,pn) ∩
C| � qεn/2. In other words, C cannot be list decoded up to a fraction
p of errors with polynomial sized lists.

Proof. Pick a random r ∈ [q]n and consider the random variable Z =
|Bq(r,pn) ∩ C|. Clearly, E[Z] = |C| |Bq(0,pn)|

qn which is at least qεn−o(n)

using (3.3). Therefore, there must exist a center r such that |Bq(r,pn) ∩
C| � qεn−o(n) � qεn/2.

It turns out that the above simple bound is in fact tight and a rate
approaching 1 − Hq(p) can in fact be attained for correcting a fraction
p of errors, as shown below.

Theorem 3.5. [14] For integers q,L � 2 and every p ∈ (0,1 − 1/q),
there exists a family of (p,L)-list-decodable q-ary error-correcting codes
of rate R satisfying R � 1 − Hq(p) − 1/L.

Proof. The proof follows a standard “random coding” argument. Fix
a large enough block length n; for simplicity assume that e = pn is an
integer. The idea is to pick (with replacement) a random code of block
length n consisting of M codewords, where M is a parameter that will
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be fixed later in the proof. We will show that with high probability the
resulting code will be (p,L)-list decodable.

The probability that a fixed set of (L + 1) codewords all lie
in a fixed Hamming sphere (in the space [q]n) of radius pn

equals (|Bq(0,pn)|/qn)L+1. By (3.3), this probability is at most
q−(L+1)(1−Hq(p))n. Therefore, by a union bound, the probability that
some tuple of (L + 1) codewords all lie in some Hamming ball of radius
pn is at most (

M

L + 1

)
· qn · q−(L+1)(1−Hq(p))n.

If M = qrn for r = 1 − Hq(p) − 1/(L + 1), then the above probabil-
ity is at most 1/(L + 1)! < 1/3. Also, among the M chosen codewords
there are at least M/2 distinct codewords with probability at least 1/2.
Hence, there exists a (p,L)-list-decodable with q(1−Hq(p)−1/(L+1))n/2 �
q(1−Hq(p)−1/L)n distinct codewords, or in other words with rate at least
1 − Hq(p) − 1/L, as claimed.

Remark 2. Using a variant of the above random coding argu-
ment together with “expurgation” the rate lower bound can be
improved slightly to 1 − Hq(p)(1 + 1/L); see [28, Theorem 5.5] for
details.

The above two results imply that, over alphabets of size q, the
optimal rate possible for list decoding to radius p is 1 − Hq(p). The
proof of Theorem 3.5 is non-constructive, and the big challenge is
to construct an explicit code with rate close to capacity. It turns
out one can also approach capacity using a linear code, as the fol-
lowing result, which first appeared implicitly in the work of Zyablov
and Pinsker [79], shows. This result is also non-constructive and is
proved by picking a random linear code of the stated rate. We skip
the proof here; the reader may find the detailed proof in [28, Theo-
rem 5.6]. The key point is that in any L-tuple of nonzero messages,
there must be at least logq(L + 1) linearly independent messages, and
these are mapped to completely independent codewords by a random
linear code.
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Theorem 3.6. For every prime power q � 2, every p ∈ (0,1 − 1/q),
and every integer L � 2, there exists a family of (p,L)-list-decodable
q-ary linear error-correcting codes of rate

R � 1 − Hq(p) − 1
logq(L + 1)

.

Remark 3. In order for the rate to be within ε of the capacity, the
list size needed for linear codes as per Theorem 3.6 is exponentially
worse than for general codes. This is not known to be inherent, and
we suspect that it is not the case. We conjecture a trade-off similar to
Theorem 3.5 can also be obtained using linear codes. For the binary
case q = 2, this was shown in [30] via a subtle use of the semi-random
method. Generalizing this claim to larger alphabets has remained open.
It is also known that for each fixed constant L, the rate of (p,L)-
list-decodable binary codes is strictly less than 1 − H(p) [8], and so
unbounded list size is needed to achieve the capacity of list decoding.
A similar result should hold over all alphabets; for q-ary alphabets
with q > 2 this has been shown assuming the convexity of a certain
function [9]. Without any assumption, it is shown in [9] that for any
fixed L, the rate of (p,L)-list decodable q-ary codes becomes zero for p

strictly less than 1 − 1/q.

3.2.1 Implication for large alphabets

We now inspect the behavior of the list decoding capacity 1 − Hq(p)
as the alphabet size q grows. We have

1 − Hq(p) = 1 − p + p logq

(
q

q − 1

)
− H(p)

logq
,

where H(x) is the binary entropy function and logx denotes logarithm
to the base 2. In the limit of large q, the list decoding capacity thus
approaches 1 − p. In other words, we can list decode a code of rate R up
to a fraction of errors approaching 1 − R, as mentioned in Chapter 1.

Since 1 − Hq(p) � 1 − p − 1
logq , we can get within ε of capacity, i.e.,

achieve a rate of 1 − p − ε for list decoding up to a fraction p of errors,
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over an alphabet of size 2O(1/ε). Moreover, a list size of O(1/ε) suffices
for this result. Conversely, if we fix p and let ε → 0, then an alphabet
size of 2Ω(1/ε) is necessary in order to achieve a rate of 1 − p − ε for
list decoding up to a fraction p of errors. We record this discussion
below:

Corollary 3.7. Let 0 < R < 1, and ε > 0 be sufficiently small. Then
there exists a family of error-correcting codes of rate R over an alphabet
of size 2O(1/ε) that are (1 − R − ε,O(1/ε))-list-decodable. Conversely,
for a fixed p and ε → 0, if there exists a family of q-ary (p − ε)-list-
decodable codes of rate 1 − p, then q � 2Ω(1/ε) (here the constant in
the Ω(1/ε) depends on p).

The central goal in this survey will be to achieve the above result
constructively, i.e., give explicit codes of rate R and efficient algorithms
to list decode them up to a fraction (1 − R − ε) of errors. We will
meet this goal, except we need a list size that is much larger than the
existential O(1/ε) bound above (the alphabet size of our codes will be
2O(1/ε4), which is not much worse compared to the 2Ω(1/ε) lower bound).



4
Decoding Reed–Solomon Codes

In this chapter, we will present a list decoding algorithm for Reed–
Solomon codes that can decode up to the Johnson radius, namely a
fraction 1 − √

1 − δ of errors, where δ is the relative distance. Since
δ = 1 − R for RS codes of rate R, this enables us to correct a fraction
1 − √

R of errors with rate R.

4.1 A toy problem: Decoding a mixture of two codewords

We begin with a simple setting, first considered in [5], that will motivate
the main approach underlying the list decoding algorithm. Under list
decoding, if we get a received word that has two closest codewords,
we need to return both those codewords. In this section, we develop
an algorithm that, given received words that are formed by “mixing
up” two codewords, recovers those codewords. In a sense, this is the
simplest form in which a list decoding style question arises.

4.1.1 Scrambling two codewords

Let C = RSF,S [n,k] be the Reed–Solomon code obtained by evaluating
degree k polynomials over a field F at a set S = {α1,α2, . . . ,αn} of n

132
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distinct field elements. Let us assume k < n/2 for this section. Suppose
we are given two unknown codewords, corresponding to two unknown
polynomials p1(X) and p2(X), in a scrambled fashion as follows: For
each i = 1,2, . . . ,n, we are given a pair (ai, bi) such that either ai =
p1(αi) and bi = p2(αi), or ai = p2(αi) and bi = p1(αi). The goal is to
recover the polynomials p1(X) and p2(X) from this data.

For each i, since we know both p1(αi) and p2(αi) in some order, we
can compute p1(αi) + p2(αi) = ai + bi, as well as p1(αi)p2(αi) = aibi.
In other words, we know the value of the polynomial S(X) def= p1(X) +
p2(X) and P (X) = p1(X)p2(X) at all the αis. Now the degree of both
S(X) and P (X) is at most 2k < n. Therefore, using polynomial inter-
polation, we can completely determine both these polynomials from
their values at all the αis.

Now consider the bivariate polynomial Q(X,Y ) = Y 2 − S(X)Y +
P (X). We just argued that we can compute the polynomial Q(X,Y ).
But clearly Q(X,Y ) = (Y − p1(X))(Y − p2(X)), and therefore we can
find p1(X) and p2(X) by factorizing the bivariate polynomial Q(X,Y )
into its irreducible factors. In fact, we only need to find the roots
of Q(X,Y ) (treated as a polynomial in Y with coefficients from the
ring F[X]). This task can be accomplished in polynomial time (details
appear in Section 4.5).

4.1.2 Mixing two codewords

We now consider a related question, where for each codeword posi-
tion i, we are given either yi which equals either p1(αi) or p2(αi) (and
we do not know which value we are given). Given such a mixture of
two codewords, our goal is to identify p1(X) and p2(X). Now clearly,
we may only be given the value p1(αi) for all i, and in this case we
have no information about p2(X). Under the assumption k < n/6, the
algorithm below will identify both the polynomials if they are both well
represented in the following sense: for both j = 1,2, we have pj(αi) = yi

for at least 1/3 of the αis.
The following simple observation sets the stage for the algorithm:

For each i ∈ [n], (yi − p1(αi))(yi − p2(αi)) = 0. In other words, the
polynomial Q(X,Y ) = (Y − p1(X))(Y − p2(X)) satisfies Q(αi,yi) = 0
for every i ∈ [n].
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Unlike the previous section, we are now no longer be able to con-
struct the polynomial Q(X,Y ) directly by computing the sum and
product of p1(X) and p2(X). Instead, we will directly interpolate a
polynomial Q̃(X,Y ) that satisfies Q̃(αi,yi) = 0 for all i ∈ [n], with the
hope that will help us to find Q(X,Y ). Of course, doing this without
any restriction on the degree of Q̃ is useless (for instance, we could
then just take Q̃(X,Y ) =

∏n
i=1(X − αi), which reveals no information

about p1(X) or p2(X)).
From the existence of Q(X,Y ) = (Y − p1(X))(Y − p2(X)), which

vanishes at all the pairs (αi,yi), we can require that Q̃(X,Y ) be of the
form

Q̃(X,Y ) = Y 2 + Y


 k∑

j=0

q1jX
j


 +

2k∑
j=0

q2jX
j . (4.1)

The conditions Q̃(αi,yi) = 0 pose a system of n linear equations in the
variables q1j , q2j . From the existence of Q(X,Y ), we know this system
has a solution. Therefore, we can interpolate a Q̃(X,Y ) of the form
(4.1) by solving this linear system. The following simple lemma shows
the utility of any such polynomial Q̃ that we find.

Lemma 4.1. If p(X) is a polynomial of degree at most k < n/6 such
that p(αi) = yi for at least n/3 values of i ∈ [n], then Q̃(X,p(X)) ≡ 0,
or in other words Y − p(X) is a factor of Q̃(X,Y ).

Proof. Define the univariate polynomial R(X) def= Q(X,p(X)). Let
S = {i | p(αi) = yi; 1 � i � n}. For each i ∈ S, we have R(αi) =
Q̃(αi,p(αi)) = Q̃(αi,yi) = 0. Since the αis are distinct, R(X) has at
least |S| � n/3 roots. On the other hand, the degree of R(X) is at
most 2k < n/3. The polynomial R(X) has more roots than its degree,
which implies that it must be the zero polynomial.

Corollary 4.2. If each received symbol yi equals either p1(αi) or
p2(αi), and moreover yi = pj(αi) for at least n/3 values of i ∈ [n]
for each j = 1,2, then the interpolated polynomial Q̃(X,Y ) equals
(Y − p1(X))(Y − p2(X)).
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Therefore, once we find Q̃(X,Y ), we can recover the solutions p1(X)
and p2(X) by a root-finding step.

4.2 Reed–Solomon list decoding

We now turn to the problem of list decoding Reed–Solomon codes.
In this section, we will describe an algorithm due to Sudan [69] that
decodes close to a fraction 1 of errors for low rates. Let CRS be an [n,k +
1,n − k]q Reed–Solomon code over a field F of size q � n, with a degree
k polynomial p(X) ∈ F[X] being encoded as (p(α1),p(α2), . . . ,p(αn)).
The problem of decoding such an RS code up to e errors reduces to the
following polynomial reconstruction problem with agreement parameter
t = n − e:

Problem 4.1. (Polynomial reconstruction)
Input: Integers k,t, and n distinct pairs {(αi,yi)}n

i=1 where αi,yi ∈ F.
Output: A list of all polynomials p(X) ∈ F[X] of degree at most k

which satisfy p(αi) = yi for at least t values of i ∈ [n].

Note that the polynomial reconstruction problem is more general
than RS list decoding since the αis are not required to be distinct.

Definition 4.1.((1,k)-weighted degree) For a polynomial Q(X,Y )
∈ F[X,Y ], its (1,k)-weighted degree is defined to be the maximum value
of � + kj taken over all monomials X�Y j that occur with a nonzero
coefficient in Q(X,Y ).

The following fact generalizes Lemma 4.1 and has an identical proof:

Lemma 4.3. Suppose Q(X,Y ) is a nonzero polynomial with (1,k)-
weighted degree at most D satisfying Q(αi,yi) = 0 for every i ∈ [n].
Let p(X) be a polynomial of degree at most k such that p(αi) = yi for
at least t > D values of i ∈ [n]. Then Q(X,p(X)) ≡ 0, or in other words
Y − p(X) is a factor of Q(X,Y ).

In view of the above lemma, if we could interpolate a nonzero
polynomial Q(X,Y ) of (1,k)-weighted degree less than t satisfying
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Q(αi,yi) = 0 for all i ∈ [n], then we can find all polynomials that
have agreement at least t with the points amongst the factors of
Q(X,Y ). In Section 4.1.2, we knew that such a polynomial Q(X,Y ) of
(1,k)-weighted degree 2k existed since (Y − p1(X))(Y − p2(X)) was an
explicit example of such a polynomial. Note that once we are assured
of the existence of such a polynomial, we can find one by solving a
linear system. But now that yis are arbitrary, how do we argue about
the existence of a Q-polynomial of certain (1,k)-weighted degree? It
turns out a simple counting argument is all that it takes to guarantee
this.

Lemma 4.4. Given an arbitrary set of n pairs {(αi,yi)}n
i=1 from F × F,

there exists a nonzero polynomial Q(X,Y ) of (1,k)-weighted degree
at most D satisfying Q(αi,yi) = 0 for all i ∈ [n] provided

(
D+2

2

)
> kn.

Moreover, we can find such a Q(X,Y ) in polynomial time by solving a
linear system over F.

Proof. A polynomial Q(X,Y ) with (1,k)-weighted degree at most D

can be expressed as

Q(X,Y ) =
�D/k�∑
j=0

D−jk∑
�=0

q�jX
�Y j . (4.2)

The conditions Q(αi,yi) = 0 for all i ∈ [n] give a system of n homo-
geneous linear equations in the unknowns q�j . A nonzero solution to
this system is guaranteed to exist if the number of unknowns, say U ,
exceeds the number n of equations (and if a nonzero solution exists,
we can clearly find one in polynomial time by solving the above linear
system). We turn to estimating U .

U =
�D/k�∑
j=0

D−jk∑
�=0

1 =
�D/k�∑
j=0

(D − jk + 1)

= (D + 1)
(⌊

D

k

⌋
+ 1

)
− k

2

⌊
D

k

⌋(⌊
D

k

⌋
+ 1

)

� (D + 1)(D + 2)
2k

.
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Thus if
(
D+2

2

)
> kn, we have U > n, and a nonzero solution exists to

the linear system.

The above discussion motivates the following algorithm for polynomial
reconstruction, for an agreement parameter t >

√
2kn:

Step 1: (Interpolation) Let D = [
√

2kn]. Find a nonzero poly-
nomial Q(X,Y ) of (1,k)-weighted degree at most D

satisfying Q(αi,yi) = 0 for i = 1,2, . . . ,n. (Lemma 4.4
guarantees the success of this step.)

Step 2: (Root finding/Factorization) Find all degree k polyno-
mials p(X) such that Q(X,p(X)) ≡ 0. For each such
polynomial, check if p(αi) = yi for at least t values
of i ∈ [n], and if so, include p(X) in the output list.
(Lemma 4.3 guarantees that this step will find all rele-
vant polynomials with agreement t > D = [

√
2kn].)

The following records the performance of this algorithm. The claim
about the output list size follows since the number of factors Y − p(X)
of Q(X,Y ) is at most the degree of Q(X,Y ) in Y , which is at
most

[
D
k

]
.

Theorem 4.5. The above algorithm solves the polynomial reconstruc-
tion problem in polynomial time if the agreement parameter t satisfies
t >

[√
2kn

]
. The size of the list output by the algorithm never exceeds√

2n/k.

The above implies that a Reed–Solomon code of rate R can be list
decoded to a fraction 1 − √

2R of errors using lists of size O(
√

1/R). In
particular, for low-rate codes, we can efficiently correct close to a frac-
tion 100% of errors! This qualitative feature is extremely useful in many
areas of complexity theory, such as constructions of hardcore predicates
from one-way functions, randomness extractors and pseudorandom gen-
erators, hardness amplification, transformations from worst-case to
average-case hardness, etc. – we point to the surveys [29,70,74] and [28,
Chapter 12] for further information.
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Remark 4. (Unique decoding) By interpolating a nonzero polyno-
mial of the form Q(X,Y ) = A(X)Y + B(X), where the degree of
A(X),B(X) are at most

⌊
n−k−1

2

⌋
and

⌊
n+k−1

2

⌋
, respectively, we can

recover the unique polynomial f(X) of degree at most k, if one exists,
that is a solution to the polynomial reconstruction problem for agree-
ment parameter t > n+k

2 . In fact, in this case the solution polynomial
is just −B(X)/A(X). The correctness follows from the following two
facts:

(i) Let e(X) to be the error-locator polynomial of degree
at most n − t < n−k

2 that has roots at all the error
locations. Then the choice A(X) = e(X) and B(X) =
−f(X)e(X) gives a nonzero polynomial Q(X,Y ) meet-
ing the degree restrictions and satisfying the interpola-
tion conditions, and

(ii) the (1,k)-weighted degree of such a polynomial Q(X,Y )
is at most

⌊
n−k−1

2

⌋
+ k =

⌊
n+k−1

2

⌋
< t.

This gives a polynomial time unique decoding algorithm for RS
codes that corrects up to a fraction (1 − R)/2 of errors. This form
of the algorithm is due to Gemmell and Sudan [16], based on the
approach of Welch and Berlekamp [77]. The first polynomial time algo-
rithm for unique decoding RS codes was discovered as early as 1960 by
Peterson [63].

4.3 Improved decoding via interpolation with multiplicities

4.3.1 Geometric motivation for approach

We now illustrate of how the above interpolation based decoding works
using geometric examples. This will also motivate the idea of using
multiplicities in the interpolation stage to improve the performance of
the decoding algorithm.

To present the examples, we work over the field R of real numbers.
The collection of pairs {(αi,yi) : 1 � i � n} thus consists of n points in
the plane. We will illustrate how the algorithm finds all polynomials
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Fig. 4.1 Example 1: The set of 14 input points. We assume that the center-most point is
the origin and assume a suitable scaling of the other points.

of degree k = 1, or in other words, lines, that pass through at least a
certain number t of the n points.

Example 1: For the first example, we take n = 14 and t = 5. The 14
points on the plane are as in Figure 4.1.

We want to find all lines that pass through at least 5 of the above
14 points. Since k = 1, the (1,k)-weighted degree of a bivariate polyno-
mial is simply its total degree. The first step of the algorithm must fit
a nonzero polynomial Q(X,Y ) such that Q(αi,yi) = 0 for all 14 points.
By Lemma 4.4, we can find such a polynomial of total degree 4.

One choice of a degree 4 polynomial that passes through the above
14 points is Q(X,Y ) = Y 4 − X4 − Y 2 + X2. To see this pictorially, let
us plot the curve of all points on the plane where Q has zeroes. This
gives Figure 4.2 below.

Note that the two relevant lines that pass through at least 5 points
emerge in the picture. Algebraically, this corresponds to the fact that
Q(X,Y ) factors as Q(X,Y ) = (X2 + Y 2 − 1)(Y + X)(Y − X), and
the last two factors correspond to the two lines that are the solutions.
The fact that the above works correctly, i.e., the fact that the relevant
lines must be factors of any degree 4 fit through the 14 points, is a
consequence of Lemma 4.3 applied to this example (with the choice
D = 4 and t = 5). Geometrically, this corresponds to the fact if a line
intersects a degree 4 curve in more than 4 points then the line must in
fact be a factor of the curve.
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Fig. 4.2 A degree 4 fit through the 14 points. The curve is given by the equation: Y 4 −
X4 − Y 2 + X2 = 0.

Fig. 4.3 Example 2: The set of 10 input points.

Example 2: For the second example, consider the 10 points in the
plane as in Figure 4.3. We want to find all lines that pass through at
least 4 of the above 10 points. If we only wanted lines with agreement
at least 5, the earlier method of fitting a degree 4 curve is guaranteed
to work. Figure 4.4 shows the set L of all the lines that pass through at
least 4 of the given points. Note that there are five lines that must be
output. Therefore, if we hope to find all these as factors of some curve,
that curve must have degree at least 5. But then Lemma 4.3 does not
apply since the agreement parameter t = 4 is less than 5, the degree of
Q(X,Y ).
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Fig. 4.4 The five lines that pass throught at least 4 of the 10 points.

The example illustrates an important phenomenon which gives the
cue for an improved approach. Each of the 10 points has two lines in
L that pass through it. In turn, this implies that if we hope to find all
these lines as factors of some curve, that curve must pass through each
point at least twice! Now we can not expect a generic curve that is inter-
polated through a set of points to pass through each of them more than
once. This suggests that we should make passing through each point
multiple times an explicit requirement on the interpolated polynomial.
Of course, this stronger property cannot be enforced for free and would
require an increase in the degree of the interpolated polynomial. But
luckily it turns out that one can pass through each point twice with
less than a two-fold increase in degree (a factor of roughly

√
3 suffices),

and the trade-off between multiplicities guaranteed vs. degree increase
is a favorable one. This motivates the improved decoding algorithm
presented in the next section.

4.3.2 Algorithm for decoding up to the Johnson radius

We now generalize Sudan’s decoding algorithm by allowing for mul-
tiplicities at the interpolation points. This generalization is due to
Guruswami and Sudan [40].
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Definition 4.2. [Multiplicity of zeroes] A polynomial Q(X,Y ) is
said to have a zero of multiplicity r � 1 at a point (α,β) ∈ F

2 if
Q(X + α,Y + β) has no monomial of degree less than r with a nonzero
coefficient. (The degree of the monomial XiY j equals i + j.)

The following lemma is the generalization of Lemma 4.3 that takes
multiplicities into account.

Lemma 4.6. Let Q(X,Y ) be a nonzero polynomial of (1,k)-weighted
degree at most D that has a zero of multiplicity r at (αi,yi) for every i ∈
[n]. Let p(X) be a polynomial of degree at most k such that p(αi) = yi

for at least t > D/r values of i ∈ [n]. Then, Q(X,p(X)) ≡ 0, or in other
words Y − p(X) is a factor of Q(X,Y ).

Proof. For Q,p as in the statement of the lemma, define R(X) =
Q(X,p(X)). The degree of R(X) is at most D, the (1,k)-weighted
degree of Q(X,Y ). Let i ∈ [n] be such that p(αi) = yi. Define the poly-
nomial Q(i)(X,Y ) def= Q(X + αi,Y + yi). Now

R(X) = Q(X,p(X)) = Q(i)(X − αi,p(X) − yi)

= Q(i)(X − αi,p(X) − p(αi)). (4.3)

Since Q(X,Y ) has a zero of multiplicity r at (αi,yi), Q(i)(X,Y ) has
no monomials of total degree less than r. Now, X − αi clearly divides
p(X) − p(αi). Therefore, every term in Q(i)(X − αi,p(X) − p(αi)) is
divisible by (X − αi)r. It follows from (4.3) that R(X) is divisible by
(X − αi)r.

Since there are at least t values of i ∈ [n] for which p(αi) = yi, we get
that R(X) is divisible by a polynomial of degree at least rt. If rt > D,
this implies that R(X) ≡ 0.

We now state the analog of the interpolation lemma when we want
desired multiplicities at the input pairs (αi,yi). Note that setting r = 1,
we recover exactly Lemma 4.4.
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Lemma 4.7. Given an arbitrary set of n pairs {(αi,yi)}n
i=1 from F ×

F and an integer parameter r � 1, there exists a nonzero polynomial
Q(X,Y ) of (1,k)-weighted degree at most D such that Q(X,Y ) has a
zero of multiplicity r at (αi,yi) for all i ∈ [n], provided

(
D+2

2

)
> kn

(
r+1
2

)
.

Moreover, we can find such a Q(X,Y ) in time polynomial in n,r by
solving a linear system over F.

Proof. Fix an i ∈ [n]. The coefficient of a particular monomial Xj1Y j2

of Q(i)(X,Y ) def= Q(X + αi,Y + yi) can clearly be expressed as a lin-
ear combination of the coefficients q�j of Q(X,Y ) (where Q(X,Y ) is
expressed as in (4.2)). Thus the condition that Q(X,Y ) has a zero of
multiplicity r at (αi,yi) can be expressed as a system of

(
r+1
2

)
homo-

geneous linear equations in the unknowns q�j , one equation for each
pair (j1, j2) of nonnegative integers with j1 + j2 < r. In all, for all n

pairs (αi,yi), we get n
(
r+1
2

)
homogeneous linear equations. The rest of

the argument follows the proof of Lemma 4.4 – the only change is that
n
(
r+1
2

)
replaces n for the number of equations.

The above discussion motivates the following algorithm using inter-
polation with multiplicities for polynomial reconstruction (the param-
eter r � 1 equals the number of multiplicities):

Step 1: (Interpolation) Let D =
[√

knr(r + 1)
]
. Find a

nonzero polynomial Q(X,Y ) of (1,k)-weighted degree
at most D such that Q(X,Y ) has a zero of multiplic-
ity r at (αi,yi) for each i = 1,2, . . . ,n. (Lemma 4.7
guarantees the success of this step.)

Step 2: (Root finding/Factorization) Find all degree k polyno-
mials p(X) such that Q(X,p(X)) ≡ 0. For each such
polynomial, check if p(αi) = yi for at least t values
of i ∈ [n], and if so, include p(X) in the output list.
(Lemma 4.6 guarantees that this step will find all rele-
vant polynomials with agreement t > D/r.)

The following records the performance of this algorithm. Again, the
size of the output list never exceeds the degree of Q(X,Y ) in Y , which
is at most 
D/k�.
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Theorem 4.8. The above algorithm, with multiplicity parameter r �
1, solves the polynomial reconstruction problem in polynomial time if

the agreement parameter t satisfies t >
[√

kn(1 + 1
r )
]
.1 The size of the

list output by the algorithm never exceeds
√

nr(r + 1)/k.

Corollary 4.9. A Reed–Solomon code of rate R can be list decoded
in polynomial time up to a fraction 1 − √

(1 + ε)R of errors using lists
of size O(ε−1/

√
R).

By letting the multiplicity r grow with n, we can decode as long as
the agreement parameter satisfies t >

√
kn. Indeed, if t2 > kn, picking

r = 1 +
[

kn − t

t2 − kn

]
,

and D = rt − 1, both the conditions t > D
r and

(
D+2

2

)
> n

(
r+1
2

)
are

satisfied, and thus the decoding algorithm successfully finds all poly-
nomials with agreement at least t. The number of such polynomials is
at most D/k � nt � n2.

Theorem 4.10. [40] The polynomial reconstruction problem with n

input pairs, degree k, and agreement parameter t can be solved in
polynomial time whenever t >

√
kn. Further, at most n2 polynomials

will ever be output by the algorithm.

We conclude that an RS code of rate R can be list decoded
up to a fraction 1 − √

R of errors. This equals the Johnson radius
1 − √

1 − δ of the code, since the relative distance of a RS code of
rate R equals 1 − R. This is the main result of this chapter. Note
that for every rate R, 0 < R < 1, the decoding radius 1 − √

R exceeds
the best decoding radius (1 − R)/2 that we can hope for with unique
decoding.

1 Let x =
√

knr(r + 1). The condition t > D/r with D = [x] is implied by t > [x/r], since
�x/r� � [x]/r < [x/r] + 1.
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Remark 5. [Role of multiplicities] Using multiplicities in the inter-
polation led to the improvement of the decoding radius to match the
Johnson radius 1 − √

R and gave an improvement over unique decoding
for every rate R. We want to stress that the idea of using multiplicities
plays a crucial role in the final result achieving capacity. The improve-
ment it gives over a version that uses only simple zeroes is substantial
for the capacity-approaching codes, and in fact it seems crucial to get
any improvement over unique decoding (let alone achieve capacity) for
rates R > 1/2. Also, multiplicities can be used to naturally encode the
relative importance of different symbol positions, and this plays a cru-
cial role in soft-decision decoding which is an important problem in
practice, see Section 4.4.2 below.

4.4 Extensions: List recovering and soft decoding

4.4.1 List recovering Reed–Solomon codes

In the polynomial reconstruction problem with input pairs (αi,yi), the
field elements αi need not be distinct. Therefore, Theorem 4.10 in fact
gives a list recovering algorithm for Reed–Solomon codes. (Recall Def-
inition 2.2, where we discussed the notion of list recovering of codes.)
Specifically, given input lists of size at most � for each position of an
RS code of block length n and dimension k + 1, the algorithm can
find all codewords with agreement on more than

√
kn� positions. In

other words, for any integer � � 1, an RS code of rate R and block
length n can be (p,�,O(n2�2))-list-recovered in polynomial time when
p < 1 − √

R�. Note that the algorithm can do list recovery even in the
noise-free (p = 0) case, only when R < 1/�. In fact, as shown in [38],
there are inherent combinatorial reasons why 1/� is a limit on the rate
for list recovering certain RS codes, so this is not a shortcoming of just
the above algorithm.

Later on, for our capacity-approaching codes, we will not have this
strong limitation, and the rate R for list recovering can be a constant
independent of � (and in fact can approach 1 as the error fraction
p → 0). This strong list recovering property will be crucially used in
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concatenation schemes that enable the reduction of the alphabet size
to a constant.

4.4.2 Soft-decision decoding

List recovering dealt with the case when for each position we had a
set of more than one candidate symbols. More generally, we could be
given a weight for each of the candidates, with the goal being to find
all codewords with good weighted agreement, summed over all posi-
tions. The weight for position i and symbol γ would presumably be
a measure of the confidence of symbol γ being the i-th symbol of the
actual codeword that was transmitted. Making use of such weights in
the decoding is called “soft-decision” decoding (the weights constitute
‘soft’ information). Note that list recovering is just a special case when
for each position the weights for some symbols equal 1 and the rest
equal 0. Soft-decision decoding is important in practice as the field
elements corresponding to each position are obtained by some sort of
“demodulation” of real-valued signals, and soft-decision decoding can
retain more of the information from this process compared with hard
decoding which loses a lot of information by quantizing the signal to a
single symbol. It is also useful in decoding concatenated codes, where
the inner decoder can provide weights along with the choices it outputs,
which can then be used by a soft-decision decoder for the outer code.

As mentioned in [40], the multiplicity based interpolation lends itself
naturally to a soft-decision version, since the multiplicity required at
a point can encode the importance of that point. Given weights wi,γ

for positions i ∈ [n] and field elements α ∈ F, we set the multiplicity of
the point (αi,γ) to be proportional to wi,γ . This leads to the following
claim, which is explicit for instance in [28, Chapter 6]:

Theorem 4.11. (Soft-decision decoding of RS codes) Consider a
Reed–Solomon code of block length n and dimension k + 1 over a field
F. Let α1, . . . ,αn ∈ F be the evaluation points used for the encoding.
Let ε > 0 be an arbitrary constant. For each i ∈ [n] and γ ∈ F, let wi,γ

be a non-negative rational number. Then, there exists a deterministic
algorithm with runtime poly(n, |F|,1/ε) that, when given as input the
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weights wi,γ for i ∈ [n] and γ ∈ F, finds a list of all polynomials p(X) ∈
F[X] of degree at most k that satisfy

n∑
i=1

wi,p(αi) �

√√√√k

n∑
i=1

∑
γ∈F

w2
i,γ + εmax

i,γ
wi,γ . (4.4)

Koetter and Vardy [51] developed a “front end” that chooses weights
that are optimal in a certain sense as inputs to the above algorithm,
based on the channel observations and the channel transition probabil-
ity matrix. This has led to a soft-decision decoding algorithm for RS
codes that has led to substantial improvements in practice.

4.5 Root finding for bivariate polynomials

We conclude this chapter by briefly describing how to efficiently (in
time polynomial in k,q) solve the bivariate root finding problem that
we encountered in the RS list decoding algorithm:

Given a bivariate polynomial Q(X,Y ) ∈ Fq[X,Y ] and
an integer k, find a list of all polynomials f(X) ∈
Fq[X] of degree at most k for which Y − f(X) divides
Q(X,Y ).

4.5.1 A simple randomized algorithm

We discuss a simple randomized method, described in [5, Section 4.2],
that reduces the above problem to univariate polynomial factorization.

It suffices to give an algorithm that either finds a polynomial f(X) of
degree at most k such that Y − f(X) is a factor Q(X,Y ), or concludes
that none exists. We can then run this algorithm, divide Q(X,Y ) by
Y − f(X) if such a factor is found, and recurse on the quotient.

Pick a monic polynomial r(X) ∈ Fq[X] of degree k + 1 by picking
its non-leading coefficients uniformly at random from Fq. Compute the

polynomial R(X) def= Q(X,r(X)). If R(X) = 0, then divide Q(X,Y ) by
Y − r(X), and repeat the process with the resulting quotient polyno-
mial. Otherwise, using a univariate polynomial factorization algorithm
(such as Berlekamp’s randomized factoring algorithm [6]), compute
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the list E1(X),E2(X), . . . ,Et(X) of all the monic irreducible factors
of R(X) that have degree k + 1.

Now suppose f(X) has degree at most k and Y − f(X) is a factor
of Q(X,Y ). Then, clearly r(X) − f(X) is a monic polynomial of degree
k + 1 dividing the univariate polynomial R(X). Hence, if r(X) − f(X)
is irreducible, then it must equal one of the Ej(X)s. In this case, we
can simply check if Y − r(X) + Ej(X) divides Q(X,Y ) for each j =
1,2, . . . , t, and if so output the corresponding polynomial.

The algorithm obviously never errs, if Q(X,Y ) has no factor of
form Y − f(X) with degree(f) � k. Conversely, if there is such a fac-
tor Y − f(X), the algorithm success if and only if r(X) − f(X) is irre-
ducible. The crucial point is that this happens with probability at least

1
k+1

(
1 − 1

q

)
� 1

2(k+1) [55, p. 84]. Upon running O(k logk) independent
trials of this procedure, the algorithm will succeed in finding the factor
with probability at least 1 − 1/k.

4.5.2 Deterministic algorithm

To get a deterministic algorithm, we will reduce the above bivariate root
finding problem to a univariate root finding problem over an extension
field Fqe with e < q, under the assumption that k < q − 1. Recall that
in our application, k + 1 is the dimension of the RS code, and so it is
safe to assume this upper bound on k.

For univariate polynomial factorization (and hence also root find-
ing) of a polynomial f(X) ∈ Fpt [X], where p is the characteristic of the
field, Berlekamp [6] (see also [76, Exercise 14.40]) gave a deterministic
algorithm with running time polynomial in degree(f), t, and p (this was
achieved via a deterministic polynomial-time reduction from factoring
in Fpt [X] to root finding in Fp[X]). Combined with our reduction, we
get a deterministic algorithm for the above bivariate root finding prob-
lem in time polynomial in q,k, as desired.

The reduction is straightforward. We first need to find h(X) ∈ Fq[X]
of degree k + 1 or higher that is irreducible (over Fq). We can describe
an explicit choice h(X) = Xq−1 − γ, where γ is any generator of the
cyclic multiplicative group F

∗
q (and can be found by a brute-force search

in Fq). The algorithm proceeds as follows. Repeatedly, divide Q(X,Y )
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by h(X) till we are left with Q0(X,Y ) that is not divisible by h(X).
Then, viewing Q0(X,Y ) as a polynomial in Y with coefficients in Fq[X],
reduce the coefficients modulo h(X), to get a nonzero univariate poly-
nomial T (Y ) ∈ F̃[Y ] where F̃ is the extension field Fq[X]/(h(X)) of
degree q − 1 over Fq. The desired polynomials f(X) now all occur
amongst the roots of T (Y ) that lie in F̃, all of which can be found
using Berlekamp’s algorithm in time polynomial in degree(T ) and q.

We will make even more crucial use of polynomials over the exten-
sion field Fq[X]/(h(X)) in Chapter 6.

4.6 Related results on algebraic list decoding

The principle behind the Reed–Solomon list decoding algorithm is in
fact quite general, and can be used to decode other algebraic codes.
RS codes are an instance (possibly the most important one) of a class
of codes called redundant residue codes. In these codes, the message
is encoded by a collection of its residues modulo certain divisors. For
example, in RS codes, the message polynomial f(X) is encoded by its
residues modulo Mi(X), where Mi(X) = X − αi for i = 0,1, . . . ,n − 1.
If the degree of f(X) is k, the first k + 1 residues suffice to uniquely
determine the message. The remaining are redundant residues included
in the codeword for protection against errors. The natural parallel of
RS codes in the number-theoretic world are the Chinese Remainder
codes. If p1 < p2 < · · · < pn are distinct primes, and k < n, one can
encode an integer m, 0 � m <

∏k
i=1 pi, using its residues modulo the pis

as (m mod p1,m mod p2, . . . ,m mod pn). Once again, any k residues
suffice to identify m and the rest are redundant residues. The algebraic
ideas underlying the (soft-decision) list decoding algorithm for Reed–
Solomon codes can be used to list decode Chinese Remainder codes (up
to its respective Johnson bound). For details on this, see [39] (and the
earlier works [10,18]).

Reed–Solomon codes are a specific instance of a general family of
codes called algebraic-geometric (AG) codes. Underlying an AG code
is an algebraic curve, a linear space L of functions (from the so-called
“function field” associated with the curve) that correspond to the mes-
sages, and a set S of rational points on the curve where each function
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in L has no poles. A message is encoded by evaluating the associated
function at each rational point in S. Reed–Solomon codes correspond
to the special case when the curve is the affine line, and the functions
used for encoding correspond to rational functions that have at most a
certain number of poles at the point at infinity and no poles elsewhere
(this class corresponds precisely to low-degree polynomials).

The affine line over Fq has q + 1 rational points (including the point
at infinity). In turn this means that the alphabet size of RS codes must
grow with the block length. The benefit of AG codes is that in general,
algebraic curves over Fq can have many more rational points, in fact
as many points as one needs. Thus one can define an infinite family of
codes of increasing block lengths over a fixed alphabet Fq. The quality
of the codes depends on the quality of the curve – as a curve contains
more and more rational points, it must necessarily get more “twisted”
and complicated, a phenomenon which is quantified by the genus of the
curve. The best codes in this framework are obtained using curves with
the best trade-off between number of rational points and the genus.
The distance property of AG codes follows from the fact that a nonzero
function cannot have more zeroes than poles (the fact that a nonzero
polynomial cannot have more roots than its degree is a special case of
this).

The RS list decoding algorithm described in this chapter can be gen-
eralized to work for any algebraic-geometric code [40]. The complexity
of the algorithm is polynomial assuming availability of a polynomial
amount of pre-processed information about the code [43]. For a family
of AG codes that achieve the best rate vs. distance trade-off, it was
recently shown how to compute the required pre-processed information
in polynomial time [36].

Even more generally, there is an abstract algebraic view of the
decoding algorithm in the language of rings and ideals. The algorithms
for RS codes, Chinese Remainder codes, and AG codes become just
specific instantiations of this general algorithmic scheme for specific
choices of the underlying ring and ideals. Details of the general algo-
rithm for any “ideal-based” code that satisfies certain abstract axioms
can be found in [28, Chapter 7] and [71].



5
Graph-Based List-Decodable Codes

In this chapter, we briefly survey some non-algebraic, graph-theoretic
approaches to constructing list-decodable codes and decoding them.
Besides providing an interesting alternate approach for list decoding,
these results also give linear-time encodable and list-decodable codes.
The rate vs. error-correction radius trade-off, however, is not optimized
and is significantly worse than what can be achieved with algebraic
codes such as RS codes. The results of this chapter are not needed for
Part II of the survey, so we will be content with stating the main results
and definitions, and giving very high level descriptions of the central
ideas. We will also provide pointers to the literature where further
details on the proofs can be found.

5.1 Reducing list decoding to list recovering

The notion of list recovering (recall Definition 2.2) plays a crucial role
in the graph-based constructions. The first step is to reduce list decod-
ing to the problem of list recovering with a much smaller noise frac-
tion (but with large input list sizes). In this section, we will present
the details of such a reduction. The reduction uses the notion of a
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Ramanujan graph:

Definition 5.1. An undirected d-regular graph is said to be a Ramanu-
jan expander if the second largest eigenvalue of its adjacency matrix in
absolute value is at most 2

√
d.

We will also use the following operation to combine a bipartite graph
with a code to produce a code over a larger alphabet. This operation
was first used in [1] to amplify the distance of codes, and has been put
to good algorithmic use in many recent works beginning with [31].

Definition 5.2. Given a code C ⊆ Σn and a bipartite graph G =
(A,B,E) with A = {1,2, . . . ,n}, B = {1,2, . . . ,m}, and with right degree
d, the code G(C) ⊆ (Σd)m is defined as follows. For any x ∈ Σn, first
define G(x) to be a vector y ∈ (Σd)m created in the following way: For
j ∈ B and k = 1, . . .d, let Γk(j) ∈ A be the k-th neighbor of j (as per
some arbitrary ordering of the neighbors of each node). The j-th sym-
bol yj of y is defined as 〈xΓ1(j), . . . ,xΓd(j)〉. In other words, we “send”
a copy of each symbol xi along all edges going out of the vertex i ∈ A,
and the symbol yj is obtained by concatenating all symbols “received”
by j ∈ B. The code G(C) is now obtained by taking all vectors G(c)
for c ∈ C.

The reduction is described formally below. Note that the error frac-
tion is reduced from (1 − 1/�) (which is close to 1 for large �) to γ for
an arbitrarily small constant γ > 0 (at the expense of a larger alphabet
size and lower rate).

Lemma 5.1. [33] Let ε,γ ∈ (0,1) be arbitrary constants. Let C be
a code of block length n and rate r over alphabet Σ. Also suppose
that C is (γ,�,L)-list-recoverable in time T (n). Further, assume that
there exists a d-regular Ramanujan expander H on n vertices for d �
4

γε2 . Then there exists a code C ′ of block length n and rate r/d over
alphabet Σd which is explicitly specified given C,H, and which is (1 −
1
� − ε,L)-list-decodable in time O(T (n) + n). Furthermore, C ′ is linear-
time encodable if C is.
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Proof. Let G = (A,B,E) be an n × n bipartite graph that is the double
cover of H (i.e., A,B are both copies of the vertex set of H, and we con-
nect u ∈ A with v ∈ B if (u,v) is an edge of H). The code C ′ will just be
G(C) described in Definition 5.2. The claims about block length, rate,
alphabet size, and encoding time follow immediately. Using the fact
that H is Ramanujan and d � 4/(γε2), and the pseudorandom proper-
ties of expander graphs (see for instance [4, Chapter 9, Section 2]), one
can show the following:

(**) For any S ⊆ B, |S| � (1
� + ε)|B|, the fraction of i ∈ A which

have at most a fraction 1
� of their neighbors inside the set S

is at most γ.

The list decoding algorithm for C ′ proceeds as follows. Given a string
y ∈ (Σd)n, for each i ∈ A, create a set Si ⊆ Σ consisting of the �

most frequent elements in the multiset Ti of elements defined as:
Ti = {ak (i, j) ∈ E; yj = 〈a1,a2, . . . ,ad〉; Γk(j) = i}.

Let c′ ∈ C ′ be a codeword such that c′
j = yj for at least (1

� + ε)n
of the positions j. Let c ∈ C be the codeword for which c′ = G(c). By
Property (**), we have ci /∈ Si for at most a γ fraction of the sets Si.
Thus we can find c, and hence c′, by running the (γ,�,L)-recovering
algorithm for C with the sets Si as input. The output list size is at
most L, and the running time is T (n) plus the time to compute the
lists, which is at most O(nd) = O(n) word operations when d is a fixed
constant depending only on ε,γ.

5.2 A toy list recovering problem

In light of Lemma 5.1, if we can construct (γ,�,L)-list-recoverable codes
of positive rate for some γ = γ� > 0, then we can also construct (1 −
2/�,L)-list-decodable codes of positive rate R� > 0. Furthermore, if the
list recovering algorithm runs in linear time, we will have also have a
linear-time list-decoding algorithm for correcting a fraction (1 − 2/�)
of errors.

In this section, we illustrate the basic approach toward such a result
on list recovering by considering a toy problem, namely constructing
a family of codes of positive rate that are (0,2,L)-list-recoverable (for
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some constant L) in linear time (we can actually achieve L = 2, but we
will not be concerned with this in the following description). This is
arguably the simplest list recovering setting: there is no noise, i.e., we
are guaranteed that all codeword symbols lie in the respective input
sets, and the sets have the smallest level of ambiguity (they identify
the codeword symbol as one of two possible values). Below we closely
follow the description in [33, Section 3.2].

The (0,2,L)-list-recoverable code C ′ will be the code G(C) based
on the following two components:

(1) A code C ⊂ Σn that has relative distance greater than 0.9,
has constant rate, and which can be decoded from 90% era-
sures in linear time.1 Such a code has been constructed in [3].

(2) An n × n bipartite graph G = (A,B,E) with the following
fault tolerance property: if we delete n/10 nodes in A, then
the square of the remaining graph has a connected compo-
nent containing more than, say, n/10 nodes in A. It was
shown in [2] that such a graph can be obtained by taking
a double cover of a Ramanujan graph with sufficiently high
(constant) degree d.

Our goal is to show that given sets S1,S2, . . . ,Sn, we can reconstruct
the list of all codewords c ∈ C such that G(c)j ∈ Sj , j = 1, . . . ,n, in
linear time. For each i ∈ A, j ∈ B, we define L(i, j) to be the set of
symbols in Σ that Sj “suggests” as potential symbols for ci. More
formally, L(i, j) contains symbols ak, such that 〈a1, . . . ,ad〉 ∈ Sj and
Γk(j) = i.

Define Ki = ∩(i,j)∈EL(i, j). We assume that all Kis are non-empty,
since otherwise no codeword compatible with the Sis exists. Define I to
be the set of indices i ∈ A such that Ki has size 1. For such is, denote
the symbol in Ki by xi.

Let c be a codeword of C such that G(c)i ∈ Sj , j = 1, . . . ,n. Our goal
is to find each such c. Clearly, for all i ∈ I, we must have ci = xi. The

1 Under the erasure noise model, certain symbols are lost during transmission, and the rest
are received intact. The receiver knows the locations of the erasures as well as of the
received symbols. The goal is to decode the erased symbols.
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decoding procedure consists of two cases. The first case occurs when
the set I has size at least n/10. In this case, we know at least 10% of
symbols of c, and thus we can recover c using the linear-time erasure-
decoding algorithm for the code C. It remains to consider the second
case, when the size of the set I is smaller than n/10. Consider any
i /∈ I. Observe that, for all (i, j) ∈ E, all sets L(i, j) must be equal to
Ki. The set Ki contains two distinct symbols that are candidates for ci.
Note that although for each c only one of this symbols is correct, each
symbol in Ki can be correct for some codeword c. From now on, we will
consider each Ki (respectively Sj) as ordered pairs of two symbols (Ki)0
and (Ki)1 (respectively (Sj)0 and (Sj)1), for an arbitrary ordering.

To recover c from the Kis, we create an auxiliary graph HH.
Intuitively, the graph HH is obtained by “splitting” each node in
G into two nodes, each corresponding to two decoding options, and
then putting edges between compatible options. Formally, HH =
(A′,B′,E′) is a bipartite graph such that A′ = A × {0,1} and B′ =
B × {0,1}. For each i /∈ I, and (i, j) ∈ E, let k be such that Γk(j) = i

(i.e., j is the k-th neighbor of i). Then the edge set E′ contains
edges {(i,0),(j, t)} and {(i,1),(j,1 − t)}, where t ∈ {0,1} is such that
(Ki)0 = ((Sj)t)k.

Define V (c) = {(i, t) : i /∈ I,ci = (Ki)t}, i.e., the subgraph of HH

that corresponds to the codeword c. In other words, V (c) contains the
nodes in A′ that are compatible with c. The key fact, easily proved by
induction, is that if (i, t) ∈ V (c), and (i′, t′) ∈ A′ is reachable from (i, t)
in HH, then (i′, t′) ∈ V (c). Hence V (c) will be the union of the vertices
in A′ that belong to some subset of connected components of HH. The
fault-tolerance property of G can be shown to imply that one of these
connected components must contain at least n/10 vertices. Therefore, if
we enumerate all large connected components of HH, one of them will
give us a large subset S′ of V (c) (of size at least n/10). Given S′, we can
recover c from a vector x such that xi is equal to (Ki)t if (i, t) ∈ S′, and
is declared as an erasure otherwise (note that the fraction of erasures
is at most 0.9).

Since the graph H has only O(n) edges, all its connected compo-
nents, and in particular the large ones, can be found in O(n) time.
Thus, the whole decoding process can be performed in linear time. In
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addition, encoding C ′ can be done in linear time as well if C is linear-
time encodable.

5.3 List recovering from small but positive noise rate

We now turn to the list recovering problem when the input list size is
greater than 2, and more significantly when we allow a small fraction
of lists to be erroneous. The following result is shown in [33]:

Theorem 5.2. For every integer � � 1, there exist R� > 0, γ� > 0, and
a finite alphabet Σ� for which there is an explicit family of codes of
rate R(�) over alphabet Σ� that are encodable as well as (γ�, �, �)-list-
recoverable in linear time.

Combining the above with Lemma 5.1, one gets the following result
of Guruswami and Indyk [33] on linear-time list-decodable codes for
correcting any desired constant fraction of errors.

Theorem 5.3. For every α, 0 < α < 1, there exists an explicit family
of (1 − α,O(1/α))-list-decodable codes of positive rate R(α) > 0 that
can be encoded as well as list decoded from a fraction (1 − α) of errors
in time linear in the block length.2

Below we will sketch the ideas behind the proof of Theorem 5.2.
Both expanders and the notion of list recovering play a prominent role
throughout the construction and proof in [33].

The construction (γ�, �, �)-list recoverable codes proceeds recursively
using a construction of (γ�−1, � − 1, � − 1)-list-recoverable codes (γ� will
recursively depend on γ�−1). For the recursion, it is convenient to con-
struct a slightly stronger object; for a fixed small β, we will construct
(γ�,β,�,�)-list recoverable codes that have the following property: Given
a collection of sets Si all but a β fraction of which satisfy |Si| � �, there
are at most � codewords whose i-th symbol belongs to Si for at least
a fraction (1 − γ�) of the locations. (The case β = 0 corresponds to
(γ�, �, �)-list-recovering.)

2 The complexity is linear in the unit cost RAM model, see [33] for details.
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A code C� which is (γ�,β,�,�)-list recoverable is constructed as C� =
G2(G1(C�−1)) where both G1,G2 are n × n bipartite constant-degree
expanders with appropriate properties (say with degrees d1,d2 that
could depend on �). Let G1 = (X,Y,E1) and G2 = (Y,Z,E2), so that
we identify the left side of G2 with the right side of the bipartition
of G1 in a natural way. Clearly, linear time encodability as well as
positive rate is maintained in this process since d1,d2 are constants.
The alphabet of C� is Σ� = Σd1d2

�−1 .
The list recovering of C� proceeds in two steps/cases as described

below. Note that the input is a collection of sets S1,S2, . . . ,Sn with
each Si ⊆ Σ� where all but βn of them have at most � elements. In
the first step, each i ∈ Y collects a set L2(i, j) ⊆ Σd1

�−1 of at most �

possible symbols from the set Sj for each of its d2 neighbors, and then
computes Ki = ∩(i,j)∈E2L2(i, j). If γ� is chosen sufficiently small, for
each candidate codeword that has to be output, most of the Kis will
have the correct symbol. Clearly |Ki| � � for all i. Suppose that in fact
at least βn of the Kis satisfy |Ki| � � − 1. In this case, intuitively we
have made progress since the amount of “ambiguity” in those symbols
has gone down from � to � − 1. However, this happens only for a small
fraction β of symbols, but this can be transferred to a large (say, 1 − β)
fraction of symbols of C�−1 using the expander G1 (the specific property
needed for G1 will thus be that any β fraction of nodes in Y are adjacent
to at least a (1 − β) fraction of nodes in X). We are now in a position
to apply the list recovering algorithm for C�−1 to finish the decoding.

The more difficult and interesting case is when |Ki| < � for less
than a fraction β of the nodes i ∈ Y . This means that for most nodes
i ∈ Y , all the sets L2(i, j) are in fact equal to Ki (and contain �

distinct elements). One can then define a certain kind “consistency
graph” H̃ = (Y × {1,2, . . . , �},Z × {1,2, . . . , �}, Ẽ) whose vertex set cor-
responds to the � possible choices for the correct symbol at each node of
Y,Z. The edge set is defined based on which symbol of L2(i, j) matches
the r-th symbol of Ki for r = 1,2, . . . , � (as per some fixed ordering of
the elements in each Ki and L2(i, j)). The problem of finding a consis-
tent codeword can then be cast as finding a very dense subgraph of H̃

that internally closely resembles a copy of the expander G2. Using the
fact that this subgraph resembles G2 and that G2 is a high quality
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Ramanujan expander, Guruswami and Indyk [33] demonstrate how
spectral techniques can be used to find such subgraphs and thus all
the solution codewords in O(n logn) time. (This also suffices to get
a linear-time decoding algorithm in the unit cost RAM model using
codes over a growing alphabet.) The detailed formalism of the above
vague description as well as the technical details of the spectral parti-
tioning are quite complicated. We will therefore refrain from trying to
explain the details further and instead point the interested reader to
the paper [33] (see also [27, Section 6]).

We note that since � reduces by 1 at each step, and there is at
least a constant factor loss in rate at each recursive step, the best rate
one can hope for using the above approach is 2−O(�). However, due
to the intricacies of the spectral partitioning step and the resulting
dependencies amongst the various parameters, the rate achieved is in
fact worse and is only 2−2O(�)

. For the case γ� = 0, Guruswami and
Indyk [34] present a more efficient recursive construction of linear-time
codes that achieve a rate of 1/�O(1) (this is accomplished by reducing
� by a constant multiplicative factor as opposed to the above additive
amount at each step).

5.4 Other graph-based list decoding results

5.4.1 Constructions over smaller alphabets

Graph-based constructions have also been useful in obtaining good list-
decodable codes over smaller alphabets compared with purely algebraic
codes.

For example, consider using the construction scheme of Defini-
tion 5.2 with the following components C,G:

• C is a rate Ω(ε) code that is (1/2,Θ(1/ε),Θ(1/ε))-list recov-
erable. Such a code can be constructed via an appropriate
concatenation involving a rate Θ(ε) outer RS code, and a
good list-recoverable inner code found by brute-force search
(see [31] for details).

• G is an n × n bipartite graph of degree d = O(1/ε) with the
property that any subset of ε fraction of nodes on the right
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have a neighborhood that spans more than half the nodes on
the left.

It is shown in [31] that this yields (1 − ε,O(1/ε))-list-decodable codes
of rate Ω(ε2). This matches the rate achieved by RS codes (up to a con-
stant factor), but the advantage is that the alphabet size can be made
a constant that depends only on ε. (Certain algebraic–geometric codes
achieve a similar result, but this relies on much deeper mathematics
and a complicated decoding algorithm.)

5.4.2 Juxtaposed codes

A different method to achieve a similar goal as above, in fact with
even better alphabet sizes (for a slight worsening of the rate), was
developed in [32]. The authors used the name “juxtaposed codes” for
the resulting constructions. The basic idea behind juxtaposed codes is
to encode the same message using several concatenated codes, each one
of which works well for some error distribution, and then “juxtapose”
symbols from these codes together to obtain a new code over a larger
alphabet. More concretely, in this approach, multiple Reed–Solomon
codes (of varying rates) are concatenated with several different inner
codes (of varying rate and list decodability). Corresponding to each
Reed–Solomon and inner code pair, we get one concatenated codeword,
and the final encoding of a message is obtained by juxtaposing together
the symbols from the various individual concatenated codewords.

The purpose of using multiple concatenated codes is that depending
on the distribution of errors in the received word, the portions of it
corresponding to a significant fraction of a particular inner encoding
will have relatively few errors (the specific inner code for which this
happens will depend on the level of non-uniformity in the distribution of
errors). These can then be decoded to provide useful information about
a large fraction of symbols to the decoder of the corresponding outer
Reed–Solomon code. Essentially, depending on how (non)-uniformly
the errors are distributed, a certain concatenated code “kicks in” and
enables recovery of the message. The use of multiple concatenated codes
reduces the rate compared to the expander based constructions, but it
turns out this technique gives gains in the alphabet size. For example,
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for any integer a � 1, one can construct list-decodable up to a fraction
(1 − ε) of errors with rate Ω(ε2(1+1/a)) over an alphabet of size O(1/εa).
For a � 3, this even beats the alphabet size (of O(1/ε4)) achieved by
algebraic–geometric codes, albeit with a worse rate. We refer the reader
to the original paper [32] for further details.

5.4.3 Extractor-based codes

Using certain randomness extractors as the list-recoverable code in the
general scheme of Lemma 5.1, in [26] the author obtained explicit list-
decodable codes of close-to-optimal rate to correct a fraction (1 − ε)
of errors in sub-exponential time (specifically, the achieved rate was
ε/ logO(1)(1/ε), and recall that the best possible rate one could hope
for is ε). This result was the first to beat the quadratic (rate ε2) barrier
for list decoding from a fraction (1 − ε) of errors. (As we saw in the pre-
vious chapter, Reed–Solomon codes achieve a rate ε2 with polynomial
time list decoding. Moreover, this is the best that can be achieved by
appealing only to the Johnson bound on list decoding radius.) Though
the result of [26] is obsolete in light of the capacity-achieving codes we
will construct in Part II of this survey, it hints that expander-based
constructions, perhaps in conjunction with other coding techniques,
have the potential of not only yielding faster algorithms, but also good
trade-offs between rate and decoding radius.



Part II

Achieving List Decoding
Capacity



6
Folded Reed–Solomon Codes

This part of the survey gives some exciting recent progress that achieves
the capacity of list decoding over large alphabets. In this chapter, we
present a simple variant of Reed–Solomon codes called folded Reed–
Solomon codes for which we can beat the 1 − √

R decoding radius, we
achieved for RS codes in Chapter 4. In fact, by choosing parameters
suitably, we can decode close to the optimal fraction 1 − R of errors
with rate R. In the next chapter, we will discuss techniques that let us
achieve a similar result over an alphabet of constant size that depends
only on the distance to list decoding capacity.

The starting point for the above capacity-achieving result is the
breakthrough work of Parvaresh and Vardy [62] who described a novel
variant of Reed–Solomon codes together with a new decoding algo-
rithm. While the new decoding algorithm led to improvements over
the decoding radius of 1 − √

R, it only did so for low rates (specifi-
cally, for R < 1/16). Subsequently, Guruswami and Rudra [37] proved
that yet another variant of Reed–Solomon codes, namely “folded” RS
codes that are compressed versions of certain Parvaresh–Vardy codes,
are able to leverage the PV algorithm, essentially as is, but on codes

162
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of high rate. Together, this gives explicit codes with polynomial time
decoding algorithms that achieve list decoding capacity.

In this chapter, we will describe this combined code and algorithm.
We note that this presentation deviates significantly from the histori-
cal development in the original papers [37,62], in that we are using the
benefit of hindsight to give a self-contained, and hopefully simpler, pre-
sentation. The last section of this chapter contains more comprehensive
bibliographic notes on the original development of this material.

6.1 Description of folded codes

Consider a Reed–Solomon code C = RSF,F∗ [n,k] consisting of evalua-
tions of degree k polynomials over F at the set F

∗ of nonzero elements
of F. Let q = |F| = n + 1. Let γ be a generator of the multiplicative
group F

∗, and let the evaluation points be ordered as 1,γ,γ2, . . . ,γn−1.
Using all nonzero field elements as evaluation points is one of the most
commonly used instantiations of Reed–Solomon codes.

Let m � 1 be an integer parameter called the folding parameter. For
ease of presentation, we will assume that m divides n = q − 1.

Definition 6.1. (Folded Reed–Solomon code) The m-folded ver-
sion of the RS code C, denoted FRSF,γ,m,k, is a code of block length
N = n/m over F

m. The encoding of a message f(X), a polynomial over
F of degree at most k, has its j-th symbol, for 0 � j < n/m, the m-tuple
(f(γjm),f(γjm+1), . . . ,f(γjm+m−1)). In other words, the codewords of
C ′ = FRSF,γ,m,k are in one-one correspondence with those of the RS
code C and are obtained by bundling together consecutive m-tuple of
symbols in codewords of C.

We illustrate the above construction for the choice m = 4 in Figure 6.1.
The polynomial f(X) is the message, whose Reed–Solomon encoding
consists of the values of f at x0,x1, . . . ,xn−1 where xi = γi. Then, we
perform a folding operation by bundling together tuples of four symbols
to give a codeword of length n/4 over the alphabet F

4.
Note that the folding operation does not change the rate R of the

original Reed–Solomon code. The relative distance of the folded RS
code also meets the Singleton bound and is at least 1 − R.



164 Folded Reed–Solomon Codes

Fig. 6.1 Folding of the Reed–Solomon code with parameter m = 4.

6.2 Why might folding help?

Since folding seems like such a simplistic operation, and the resulting
code is essentially just a RS code but viewed as a code over a large
alphabet, let us now understand why it can possibly give hope to correct
more errors compared with the bound for RS codes.

Consider the above example with folding parameter m = 4. First of
all, decoding the folded RS code up to a fraction p of errors is certainly
not harder than decoding the RS code up to the same fraction p of
errors. Indeed, we can “unfold” the received word of the folded RS
code and treat it as a received word of the original RS code and run
the RS list decoding algorithm on it. The resulting list will certainly
include all folded RS codewords within distance p of the received word,
and it may include some extra codewords which we can, of course, easily
prune.

In fact, decoding the folded RS code is a strictly easier task. To
see why, say we want to correct a fraction 1/4 of errors. Then, if we
use the RS code, our decoding algorithm ought to be able to correct an
error pattern which corrupts every fourth symbol in the RS encoding of
f(X) (i.e., corrupts f(x4i) for 0 � i < n/4). However, after the folding
operation, this error pattern corrupts every one of the symbols over
the larger alphabet F

4, and thus need not be corrected. In other words,
for the same fraction of errors, the folding operation reduces the total
number of error patterns that need to be corrected, since the channel
has less flexibility in how it may distribute the errors.
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It is of course far from clear how one may exploit this to actually
correct more errors. To this end, algebraic ideas that exploit the specific
nature of the folding and the relationship between a polynomial f(X)
and its shifted counterpart f(γX) will be used. These will be clear once
we describe our algorithms later in the chapter.

We note that above “simplification” of the channel is not attained
for free, since the alphabet size increases after the folding operation.
For folding parameter m that is an absolute constant, the increase in
alphabet size is moderate and the alphabet remains polynomially large
in the block length. (Recall that the RS code has an alphabet size that
is linear in the block length.) Still, having an alphabet size that is a
large polynomial is somewhat unsatisfactory. Fortunately, our alphabet
reduction techniques in the next chapter can handle polynomially large
alphabets, so this does not pose a big problem.

6.3 Trivariate interpolation based decoding

In the bivariate interpolation based decoding algorithm for RS codes,
the key factor driving the agreement parameter t needed for the decod-
ing to be successful was the ((1,k)-weighted) degree D of the polyno-
mial Q(X,Y ). Our quest for an improved algorithm will be based on
trying to lower this degree D by using more degrees of freedom in the
interpolation. Specifically, we will try to use trivariate interpolation
of a polynomial Q(X,Y1,Y2) through n points in F

3. As we will see,
this enables performing the interpolation with D = O((k2n)1/3) which
is much smaller than the Θ(

√
kn) bound for bivariate interpolation.

In principle, this could lead to an algorithm that works for agreement
fraction R2/3 instead of R1/2. Of course, additional ideas are needed
to make this approach work, and we now turn to developing such an
algorithm in detail.

6.3.1 Facts about trivariate interpolation

We begin with some basic definitions and facts concerning trivari-
ate polynomials which are straightforward extensions of the bivariate
counterparts.
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Definition 6.2. For a polynomial Q(X,Y1,Y2) ∈ F[X,Y1,Y2], its
(1,k,k)-weighted degree is defined to be the maximum value of � +
kj1 + kj2 taken over all monomials X�Y j1

1 Y j2
2 that occur with a nonzero

coefficient in Q(X,Y1,Y2).

Definition 6.3. (Multiplicity of zeroes) A polynomial Q(X,Y1,Y2)
over F is said to have a zero of multiplicity r � 1 at a point (α,β1,β2) ∈
F

3 if Q(X + α,Y1 + β1,Y2 + β2) has no monomial of degree less than
r with a nonzero coefficient. (The degree of the monomial XiY j1

1 Y j2
2

equals i + j1 + j2.)

Lemma 6.1. Let {(αi,yi1,yi2)}n
i=1 be an arbitrary set of n triples

from F
3. Let Q(X,Y1,Y2) ∈ F[X,Y1,Y2] be a nonzero polynomial of

(1,k,k)-weighted degree at most D that has a zero of multiplicity r at
(αi,yi1,yi2) for every i ∈ [n]. Let f(X),g(X) be polynomials of degree
at most k such that for at least t > D/r values of i ∈ [n], we have
f(αi) = yi1 and g(αi) = yi2. Then, Q(X,f(X),g(X)) ≡ 0.

Proof. The proof is very similar to that of Lemma 4.6. If we define
R(X) = Q(X,f(X),g(X)), then R(X) is a univariate polynomial of
degree at most D, and for every i ∈ [n] for which f(αi) = yi1 and
g(αi) = yi2, (X − αi)r divides R(X). Therefore if rt > D, then R(X)
has more roots (counting multiplicities) than its degree, and so it must
be the zero polynomial.

Lemma 6.2. Given an arbitrary set of n triples {(αi,yi1,yi2)}n
i=1 from

F
3 and an integer parameter r � 1, there exists a nonzero polynomial

Q(X,Y1,Y2) over F of (1,k,k)-weighted degree at most D such that
Q(X,Y1,Y2) has a zero of multiplicity r at (αi,yi1,yi2) for all i ∈ [n],
provided D3

6k2 > n
(
r+2
3

)
. Moreover, we can find such a Q(X,Y1,Y2) in

time polynomial in n,r by solving a system of homogeneous linear
equations over F.
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Proof. This is just the obvious trivariate extension of Lemma 4.7. The
condition that Q(X,Y1,Y2) has a zero of multiplicity r at a point
amounts to

(
r+2
3

)
homogeneous linear conditions in the coefficients

of Q. The number of monomials in Q(X,Y1,Y2) equals the number,
say N3(k,D), of triples (i, j1, j2) of nonnegative integers which obey
i + kj1 + kj2 � D. One can show that the number N3(k,D) is at least
as large as the volume of the three-dimensional region {x + ky1 + ky2 �
D | x,y1,y2 � 0} ⊂ R

3 [62]. An easy calculation shows that the lat-
ter volume equals D3

6k2 . Hence, if D3

6k2 > n
(
r+2
3

)
, then the number of

unknowns exceeds the number of equations, and we are guaranteed
a nonzero solution.

6.3.2 Using trivariate interpolation for Folded RS codes

Let us now see how trivariate interpolation can be used in the context of
decoding the folded RS code C ′ = FRSF,γ,m,k of block length N = (q −
1)/m. (Throughout this section, we denote q = |F|, and n = q − 1.)
Given a received word z ∈ (Fm)N for C ′ that needs to be list decoded,
we define y ∈ F

n to be the corresponding “unfolded” received word.
(Formally, let the j-th symbol of z be (zj,0, . . . ,zj,m−1) for 0 � j < N .
Then y is defined by yjm+l = zj,l for 0 � j < N and 0 � l < m.)

Suppose f(X) is a polynomial whose encoding agrees with z on at
least t locations. Then, here is an obvious but important observation:

For at least t(m − 1) values of i, 0 � i < n, both the
equalities f(γi) = yi and f(γi+1) = yi+1 hold.

Define the notation g(X) = f(γX). Therefore, if we consider the n

triples (γi,yi,yi+1) ∈ F
3 for i = 0,1, . . . ,n − 1 (with the convention

yn = y0), then for at least t(m − 1) triples, we have f(γi) = yi and
g(γi) = yi+1. This suggests that interpolating a polynomial Q(X,Y1,Y2)
through these n triples and employing Lemma 6.1, we can hope that
f(X) will satisfy Q(X,f(X),f(γX)) = 0, and then somehow use this to
find f(X). We formalize this in the following lemma. The proof follows
immediately from the preceding discussion and Lemma 6.1.
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Lemma 6.3. Let z ∈ (Fm)N and let y ∈ F
n be the unfolded version

of z. Let Q(X,Y1,Y2) be any nonzero polynomial over F of (1,k,k)-
weighted degree at D which has a zero of multiplicity r at (γi,yi,yi+1)
for i = 0,1, . . . ,n − 1. Let t be an integer such that t > D

(m−1)r . Then
every polynomial f(X) ∈ F[X] of degree at most k whose encoding
according to FRSF,γ,m,k agrees with z on at least t locations satisfies
Q(X,f(X),f(γX)) ≡ 0.

Lemmas 6.2 and 6.3 motivate the following approach to list decoding
the folded RS code FRSF,γ,m,k. Here z ∈ (Fm)N is the received word
and y = (y0,y1, . . . ,yn−1) ∈ F

n is its unfolded version. The algorithm
uses an integer multiplicity parameter r � 1, and is intended to work
for an agreement parameter 1 � t � N .

Algorithm trivariate-FRS-decoder:

Step 1 (Trivariate interpolation) Define the degree parameter

D =
[

3
√

k2nr(r + 1)(r + 2)
]

+ 1. (6.1)

Interpolate a nonzero polynomial Q(X,Y1,Y2) with coef-
ficients from F with the following two properties: (i) Q

has (1,k,k)-weighted degree at most D, and (ii) Q has a
zero of multiplicity r at (γi,yi,yi+1) for i = 0,1, . . . ,n − 1
(where yn = y0). (Lemma 6.2 guarantees the feasibility
of this step as well as its computability in time polyno-
mial in n,r.)

Step 2 (Trivariate “root-finding”) Find a list of all degree
� k polynomials f(X) ∈ F[X] such that Q(X,f(X),
f(γX)) = 0. Output those whose encoding agrees with
z on at least t locations.

Ignoring the time complexity of Step 2 or the size of the output
list for now, we can already claim the following concerning the error-
correction performance of this strategy.
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Lemma 6.4. The algorithm trivariate-FRS-decoder successfully list
decodes the folded Reed–Solomon code FRSF,γ,m,k up to a radius

N −
[
N

m

m − 1
3

√
k2

n2

(
1 +

1
r

)(
1 +

2
r

)]
− 2.

Proof. By Lemma 6.3, we know that any f(X) whose encoding agrees
with z on t or more locations will be output in Step 2, provided
t > D

(m−1)r . For the choice of D in (6.1), this condition is met for

the choice t = 1 +
[

3
√

k2n
(m−1)3

(
1 + 1

r

)(
1 + 2

r

)
+ 1

(m−1)r

]
. The decoding

radius is equal to N − t, and recalling that n = mN , we get bound
claimed in the lemma.

The rate of the folded Reed–Solomon code is R = ((k + 1)/n) > k/n,
and so the fraction of errors corrected is 1 − m

m−1R2/3. Letting the
parameter m grow, we can approach a decoding radius of 1 − R2/3.

6.4 Root-finding step

In light of the above discussion, the only missing piece in our decoding
algorithm is an efficient way to solve the following trivariate “root-
finding” type problem:

Given a nonzero polynomial Q(X,Y1,Y2) with coeffi-
cients from a finite field F of size q, a primitive element
γ of the field F, and an integer parameter k < q − 1,
find a list of all polynomials f(X) of degree at most k

such that Q(X,f(X),f(γX)) ≡ 0.

The following simple algebraic lemma is at the heart of our solution to
this problem.

Lemma 6.5. Let F be the field Fq of size q, and let γ be a primi-
tive element that generates its multiplicative group. Then we have the
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following two facts:

(1) The polynomial h(X) def= Xq−1 − γ is irreducible over F.
(2) Every polynomial f(X) ∈ F[X] of degree less than q − 1 sat-

isfies f(γX) = f(X)q mod h(X).

Proof. The fact that h(X) = Xq−1 − γ is irreducible over Fq follows
from a known, precise characterization of all irreducible binomials, i.e.,
polynomials of the form Xa − b, see for instance [55, Chapter 3, Sec-
tion 5]. For completeness, and since this is an easy special case, we now
prove this fact. Suppose h(X) is not irreducible and some irreducible
polynomial f(X) ∈ F[X] of degree b, 1 � b < q − 1, divides it. Let ζ be
a root of f(X) in the extension field Fqb . We then have ζqb−1 = 1. Also,

f(ζ) = 0 implies ζq−1 = γ. These equations together imply γ
qb−1
q−1 = 1.

Now, γ is primitive in Fq, so that γm = 1 iff m is divisible by (q − 1). We
conclude that q − 1 must divide 1 + q + q2 + · · · + qb−1. This is, how-
ever, impossible since 1 + q + q2 + · · · + qb−1 ≡ b (mod (q − 1)) and
0 < b < q − 1. This contradiction proves that h(X) has no such fac-
tor of degree less than q − 1, and is therefore irreducible.

For the second part, we have the simple but useful identity f(X)q =
f(Xq) that holds for all polynomials in Fq[X]. Therefore, f(X)q −
f(γX) = f(Xq) − f(γX). The latter polynomial is clearly divisible
by Xq − γX, and thus also by Xq−1 − γ. Hence f(X)q ≡ f(γX)
(mod h(X)) which implies that f(X)q mod h(X) = f(γX) since the
degree of f(γX) is less than q − 1.

Armed with this lemma, we are ready to tackle the trivariate root-
finding problem. This is in analogy with Section 4.5.2.

Lemma 6.6. There is a deterministic algorithm that on input a finite
field F of size q, a primitive element γ of the field F, a nonzero poly-
nomial Q(X,Y1,Y2) ∈ F[X,Y1,Y2] of degree less than q in Y1, and an
integer parameter k < q − 1, outputs a list of all polynomials f(X) of
degree at most k satisfying the condition Q(X,f(X),f(γX)) ≡ 0. The
algorithm has runtime polynomial in q.
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Proof. Let h(X) = Xq−1 − γ. We know by Lemma 6.5 that h(X)
is irreducible. We first divide out the largest power of h(X) that
divides Q(X,Y1,Y2) to obtain Q0(X,Y1,Y2), where Q(X,Y1,Y2) =
h(X)bQ0(X,Y1,Y2) for some b � 0 and h(X) does not divide
Q0(X,Y1,Y2). Clearly, if f(X) satisfies Q(X,f(X),f(γX)) = 0, then
Q0(X,f(X),f(γX)) = 0 as well, so we will work with Q0 instead of Q.
Let us view Q0(X,Y1,Y2) as a polynomial T0(Y1,Y2) with coefficients
from F[X]. Further, reduce each of the coefficients modulo h(X) to
get a polynomial T (Y1,Y2) with coefficients from the extension field
F̃

def= F[X]/(h(X)) (this is a field since h(X) is irreducible over F). We
note that T (Y1,Y2) is a nonzero polynomial since Q0(X,Y1,Y2) is not
divisible by h(X).

In view of Lemma 6.5, it suffices to find degree � k polynomi-
als f(X) satisfying Q0(X,f(X),f(X)q) (mod h(X)) = 0. In turn, this
means it suffices to find elements Γ ∈ F̃ satisfying T (Γ,Γq) = 0. If we
define the univariate polynomial R(Y1)

def= T (Y1,Y
q
1 ), this is equivalent

to finding all Γ ∈ F̃ such that R(Γ) = 0, or in other words the roots in
F̃ of R(Y1).

Now R(Y1) is a nonzero polynomial since R(Y1) = 0 iff Y2 − Y q
1

divides T (Y1,Y2), and this cannot happen as T (Y1,Y2) has degree
less than q in Y1. The degree of R(Y1) is at most dq where d is the
total degree of Q(X,Y1,Y2). The characteristic of F̃ is at most q, and
its degree over the underlying prime field is at most q logq. There-
fore, we can find all roots of R(Y1) by a deterministic algorithm run-
ning in time polynomial in d,q [6] (see discussion in Section 4.5.2).
Each of the roots will be a polynomial in F[X] of degree less than
q − 1. Once we find all the roots, we prune the list and only output
those roots f(X) that have degree at most k and satisfy Q0(X,f(X),
f(γX)) = 0.

With this, we have a polynomial time implementation of the algo-
rithm trivariate-FRS-decoder. There is the technicality that the degree
of Q(X,Y1,Y2) in Y1 should be less than q. This degree is at most D/k,
which by the choice of D in (6.1) is at most (r + 3) 3

√
n/k < (r + 3)q1/3.

For a fixed r and growing q, the degree is much smaller than q. (In fact,
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for constant rate codes, the degree is a constant independent of n.) By
letting m,r grow in Lemma 6.4, and recalling that the running time is
polynomial in n, r, we can conclude the following main result of this
section.

Theorem 6.7. For every ε > 0 and R, 0 < R < 1, there is a family of
m-folded Reed–Solomon codes for m = O(1/ε) which have rate at least
R and which can be list decoded up to a fraction 1 − (1 + ε)R2/3 of
errors in time polynomial in the block length and 1/ε.

6.5 Codes approaching list decoding capacity

Given that trivariate interpolation improved the decoding radius
achievable with rate R from 1 − R1/2 to 1 − R2/3, it is natural to
attempt to use higher order interpolation to improve the decoding
radius further. In this section, we discuss the (quite straightforward)
technical changes needed for such a generalization.

Consider again the m-folded RS code C ′ = FRSF,γ,m,k where F =
Fq. Let s be an integer in the range 1 � s � m. We will develop a
decoding algorithm based on interpolating an (s + 1)-variate polyno-
mial Q(X,Y1,Y2, . . . ,Ys). The definitions of the (1,k,k, . . . ,k)-weighted
degree (with k repeated s times) of Q and the multiplicity at a point
(α,β1,β2, . . . ,βs) ∈ F

s+1 are straightforward extensions of Definitions
6.2 and 6.3.

As before let y = (y0,y1, . . . ,yn−1) be the unfolded version of the
received word z ∈ (Fm)N of the folded RS code that needs to be
decoded. For convenience, define yj = yj mod n for j � n. Following
algorithm trivariate-FRS-decoder, for suitable integer parameters D,r,
the interpolation phase of the (s + 1)-variate FRS decoder will fit a
nonzero polynomial Q(X,Y1, . . . ,Ys) with the following properties:

(1) It has (1,k,k, . . . ,k)-weighted degree at most D

(2) It has a zero of multiplicity r at (γi,yi,yi+1, . . . ,yi+s−1) for
i = 0,1, . . . ,n − 1.
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The following is a straightforward generalization of Lemmas 6.2 and 6.3.

Lemma 6.8.

(1) Provided Ds+1

(s+1)!ks > n
(
r+s
s+1

)
, a nonzero polynomial

Q(X,Y1, . . . ,Ys) with the above stated properties exists
and moreover can be found in time polynomial in n and rs.

(2) Let t be an integer such that t > D
(m−s+1)r . Then every

polynomial f(X) ∈ F[X] of degree at most k whose encod-
ing according to FRSF,γ,m,k agrees with the received word
z on at least t locations satisfies Q(X,f(X),f(γX), . . . ,
f(γs−1X)) ≡ 0.

Proof. The first part follows from (i) a simple lower bound on the
number of monomials XaY b1

1 · · ·Y bs
s with a + k(b1 + b2 + · · · + bs) �

D, which gives the number of coefficients of Q(X,Y1, . . . ,Ys), and (ii) an
estimation of the number of (s + 1)-variate monomials of total degree
less than r, which gives the number of interpolation conditions per
(s + 1)-tuple.

The second part is similar to the proof of Lemma 6.3. If f(X) has
agreement on at least t locations of z, then for at least t(m − s + 1)
of the (s + 1)-tuples (γi,yi,yi+1, . . . ,yi+s−1), we have f(γi+j) = yi+j

for j = 0,1, . . . ,s − 1. As in Lemma 6.1, we conclude that R(X) def=
Q(X,f(X),f(γX), . . . ,f(γs−1X)) has a zero of multiplicity r at γi for
each such (s + 1)-tuple. Also, by design R(X) has degree at most D.
Hence if t(m − s + 1)r > D, then R(X) has more zeroes (counting mul-
tiplicities) than its degree, and thus R(X) ≡ 0.

Note the lower bound condition on D above is met with the choice

D =
[
(ksnr(r + 1) · · ·(r + s))1/(s+1)

]
+ 1. (6.2)

The task of finding a list of all degree k polynomials f(X) ∈ F[X]
satisfying Q(X,f(X),f(γX), . . . ,f(γs−1X)) = 0 can be solved using
ideas similar to the proof of Lemma 6.6. First, by dividing out by h(X)
enough times, we can assume that not all coefficients of Q(X,Y1, . . . ,Ys),
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viewed as a polynomial in Y1, . . . ,Ys with coefficients in F[X], are divis-
ible by h(X). We can then go modulo h(X) to get a nonzero polyno-
mial T (Y1,Y2, . . . ,Ys) over the extension field F̃ = F[X]/(h(X)). Now,
by Lemma 6.5, we have f(γjX) = f(X)qj

mod h(X) for every j � 1.
Therefore, the task at hand reduces to the problem of finding all roots
Γ ∈ F̃ of the polynomial R(Y1) where R(Y1) = T (Y1,Y

q
1 , . . . ,Y qs−1

1 ).
There is the risk that R(Y1) is the zero polynomial, but it is easily
seen that this cannot happen if the total degree of T is less than q.
This will be the case since the total degree is at most D/k, which is at
most (r + s)(n/k)1/(s+1) � q.

The degree of the polynomial R(Y1) is at most qs, and therefore
all its roots in F̃ can be found in qO(s) time. We conclude that the
“root-finding” step can be accomplished in polynomial time.

The algorithm works for agreement t > D
(m−s+1)r , which for the

choice of D in (6.2) is satisfied if

t �
(
1 +

s

r

) (ksn)1/(s+1)

m − s + 1
+ 2.

Recalling that the block length of the code is N = n/m and the rate is
(k + 1)/n, the algorithm can decode a fraction of errors approaching

1 −
(
1 +

s

r

) m

m − s + 1
Rs/(s+1), (6.3)

using lists of size at most qs. By picking r,m large enough compared
with s, the decoding radius can be made larger than 1 − (1 + ζ)Rs/(s+1)

for any desired ζ > 0. We state this result formally below.

Theorem 6.9. For every ε > 0, integer s � 1 and 0 < R < 1, there
is a family of m-folded Reed–Solomon codes for m = O(s/ε), which
have rate at least R and which can be list decoded up to a fraction
1 − (1 + ε)Rs/(s+1) of errors in time (Nm)O(s), where N is the block
length of the code. The alphabet size of the code as a function of the
block length N is (Nm)O(m).

In the limit of large s (specifically, for s = Θ(ε−1 log(1/R))), the
decoding radius approaches the list decoding capacity 1 − R, leading
to our main result of this chapter.
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Theorem 6.10. [Explicit capacity-approaching codes] For every ε > 0
and 0 < R < 1, there is a family of folded Reed–Solomon codes which
have rate at least R and which can be list decoded up to a fraction
1 − R − ε of errors in time (N/ε2)O(ε−1 log(1/R)), where N is the block
length of the code. The alphabet size of the code as a function of the
block length N is (N/ε2)O(1/ε2).

Remark 6. (Improvement in decoding radius) It is possible to

slightly improve the bound of (6.3) to 1 − (
1 + s

r

)(
mR

m−s+1

)s/(s+1)
with

essentially no effort. The idea is to use only a fraction (m − s + 1)/m

of the n (s + 1)-tuples for interpolation. Specifically, we omit the tuples
(γi,yi,yi+1, . . . ,yi+s−1) where i mod m > m − s in the interpolation
conditions. The number of (s + 1)-tuples for which we have agreement
remains at least t(m − s + 1), since we only counted agreements on
tuples (γi,yi,yi+1, . . . ,yi+s−1) for 0 � i mod m � m − s. However, the
number of interpolation conditions is now reduced to N(m − s + 1) =
n(m − s + 1)/m. This translates into the stated improvement in error
correction radius. For clarity of presentation, we simply chose to use
all n tuples for interpolation.

6.6 List recovering

Exactly as mentioned in Section 4.4.1 for the case of RS codes, the
above algorithms for folded RS codes work seamlessly for the list
recovering setting. The performance of the decoder is dictated by the
number n of interpolation points, and we did not use that the first
coordinates of those tuples were distinct. Therefore, generalizing the
bound of (6.3), for any integer � � 1, the m-folded RS code of rate
R can be (p,�,qs)-list-recovered for p = 1 − (1 + s

r ) m
m−s+1(�Rs)1/(s+1).

For every choice of s,�, and ε > 0, letting r,m grow, we can make
p � 1 − (1 + ε)�1/(s+1)Rs/(s+1). Using the choice s = Ω(ε−1 log(�/R)),
we can achieve p � 1 − R − ε, and thus independent of �! Therefore,
the achievable rate for list recovering (for large enough alphabet size)
depends only on the fraction of erroneous input lists but not on the size
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of the input lists. This feature will be crucially used in the next chapter
to reduce the alphabet size needed to achieve capacity in Theorem 6.10.

Theorem 6.11. (Achieving capacity for list recovering) For
every 0 < R < 1, integer � � 2 and all small enough ε > 0, there
is a family of folded Reed–Solomon codes (over fields of any
desired characteristic) which have rate at least R and which
can be (1 − R − ε,�,((N log�)/ε2)O(ε−1 log(�/R)))-list-recovered in time
((N log�)/ε2)O(ε−1 log(�/R)), where N is the block length of the code.
The alphabet size of the code as a function of the block length N is(

N log �
ε2

)O(ε−2 log �)

.

We can also state a further extension to soft-decision decoding of
folded RS codes. We skip the details here, which can be found in [37].

6.7 Bibliography and remarks

Two independent works by Coppersmith and Sudan [11] and Bleichen-
bacher, Kiayias, and Yung [7] considered the variant of RS codes where
the message consists of two (or more) independent polynomials over F,
and the encoding consists of the joint evaluation of these polynomials
at elements of F (so this defines a code over F

2).1 A naive way to decode
these codes, which are also called “interleaved Reed–Solomon codes,”
would be to recover the two polynomials individually, by running sepa-
rate instances of the RS decoder. Of course, this gives no gain over the
performance of RS codes. The hope in these works was that something
can possibly be gained by exploiting that errors in the two polynomials
happen at “synchronized” locations. However, these works could not
give any improvement over the 1 − √

R bound known for RS codes for
worst-case errors. Nevertheless, for random errors, where each error
replaces the correct symbol by a uniform random field element, they
were able to correct well beyond a fraction 1 − √

R of errors. In fact,
as the order of interleaving (i.e., number of independent polynomials)

1 The resulting code is in fact just a Reed–Solomon code where the evaluation points belong
to the subfield F of the extension field over F of degree two.
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grows, the radius approaches the optimal value 1 − R. This model of
random errors is not very practical or interesting in a coding-theoretic
setting, though the algorithms are interesting from an algebraic view-
point.

The algorithm of Coppersmith and Sudan bears an intriguing rela-
tion to multivariate interpolation. Multivariate interpolation essentially
amounts to finding a non-trivial linear dependence among the rows of
a certain matrix (that consists of the evaluations of appropriate mono-
mials at the interpolation points). The algorithm in [11], instead finds a
non-trivial linear dependence among the columns of this same matrix!
The positions corresponding to columns not involved in this depen-
dence are erased (they correspond to error locations) and the codeword
is recovered from the remaining symbols using erasure decoding.

In [61], Parvaresh and Vardy gave a heuristic decoding algorithm
for these interleaved RS codes based on multivariate interpolation.
However, the provable performance of these codes coincided with the
1 − √

R bound for Reed–Solomon codes. The key obstacle in improv-
ing this bound was the following: for the case when the messages are
pairs (f(X),g(X)) of polynomials, two algebraically independent rela-
tions were needed to identify both f(X) and g(X). The interpolation
method could only provide one such relation in general (of the form
Q(X,f(X),g(X)) = 0 for a trivariate polynomial Q(X,Y,Z)). This still
left too much ambiguity in the possible values of (f(X),g(X)). (The
approach in [61] was to find several interpolation polynomials, but there
was no guarantee that they were not all algebraically dependent.)

Then, in [62], Parvaresh and Vardy put forth the ingenious idea of
obtaining the extra algebraic relation essentially “for free” by enforcing
it as an a priori condition satisfied at the encoder. Specifically, instead
of letting the second polynomial g(X) to be an independent degree
k polynomial, their insight was to make it correlated with f(X) by a
specific algebraic condition, such as g(X) = f(X)d mod h(X) for some
integer d and an irreducible polynomial h(X) of degree k + 1.

Then, once we have the interpolation polynomial Q(X,Y,Z), f(X)
can be found as described in this chapter: Reduce the coefficients of
Q(X,Y,Z) modulo h(X) to get a polynomial T (Y,Z) with coefficients
from F[X]/(h(X)) and then find roots of the univariate polynomial
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T (Y,Y d). This was the key idea in [62] to improve the 1 − √
R decoding

radius for rates less than 1/16. For rates R → 0, their decoding radius
approached 1 − O(R log(1/R)).

The modification in using independent polynomials does not come
for free, however. In particular, since one sends at least twice as much
information as in the original RS code, there is no way to construct
codes with rate more than 1/2 in the PV scheme. If we use s � 2
correlated polynomials for the encoding, we incur a factor 1/s loss
in the rate. This proves quite expensive, and as a result the improve-
ments over RS codes offered by these codes are only manifest at very
low rates.

The central idea in the work of Guruswami and Rudra on list
decoding folded RS codes [37] was to avoid this rate loss by making
the correlated polynomial g(X) essentially identical to the first (say
g(X) = f(γX)). Then the evaluations of g(X) can be inferred as a
simple cyclic shift of the evaluations of f(X), so intuitively there is
no need to explicitly include those too in the encoding. The folded RS
encoding of f(X) compresses all the needed information, without any
extra redundancy for g(X). In particular, from a received word that
agrees with folded RS encoding of f(X) in many places, we can infer
a received word (with symbols in F

2) that matches the value of both
f(X) and f(γX) = g(X) in many places, and then run the decoding
algorithm of Parvaresh and Vardy.

The terminology of folded RS codes was coined in [52], where an
algorithm to correct random errors in such codes was presented (for
a noise model similar to the one used in [7, 11] that was mentioned
earlier). The motivation was to decode RS codes from many random
“phased burst” errors. Our decoding algorithm for folded RS codes can
also be likewise viewed as an algorithm to correct beyond the 1 − √

R

bound for RS codes if errors occur in large, phased bursts (the actual
errors can be adversarial).



7
Achieving Capacity over Bounded Alphabets

The capacity-achieving codes from the previous chapter have two main
shortcomings: (i) their alphabet size is a large polynomial in the block
length, and (ii) the bound on worst-case list size as well as decoding
time complexity grows as nΩ(1/ε), where ε is the distance to capacity.
In this chapter, we will remedy the alphabet size issue (Section 7.2).
We begin by using the folded RS codes in a concatenation scheme to
get good list-decodable binary codes.

7.1 Binary codes decodable up to Zyablov bound

The optimal list recoverability of the folded RS codes discussed in Sec-
tion 6.6 plays a crucial role in establishing the following result concern-
ing list decoding binary codes. The decoding radius achieved matches
the standard “product” bound on the designed relative distance of
binary concatenated codes, namely the product of the relative distance
of an outer MDS code with the relative distance of an inner code that
meets the Gilbert–Varshamov bound.
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Theorem 7.1. For all 0 < R,r < 1 and all ε > 0, there is a polynomial
time constructible family of binary linear codes of rate at least R ·
r that can be list decoded in polynomial time up to a fraction (1 −
R)H−1(1 − r) − ε of errors.

Proof. [Sketch] The idea is to use an appropriate concatenation scheme
with an outer code C1 and a binary linear inner code C2. For C1, we
will use a folded RS code over a field of characteristic 2 as guaranteed
by Theorem 6.11, with the following properties: (i) The rate of C1 is at
least R, (ii) it can be (1 − R − ε,�,L(N))-list-recovered in polynomial
(NO(1/ε2), where N is the block length) time for � = �10/ε�, and (iii) its
alphabet size is 2M for M = O(ε−3 logN). The code C2 will be a binary
linear code of dimension M (so that it can be concatenated with C1)
and rate at least r which is (ρ,�)-list decodable for ρ = H−1(1 − r − ε).
Such a code is known to exist via a random coding argument that
employs the semi-random method [30]. Also, a greedy construction of
such a code by constructing its M basis elements in turn is known
and takes 2O(M) time. We conclude that the necessary inner code can
be constructed in NO(1/ε3), and thus polynomial, time. Note that the
concatenated code is a binary linear code of rate at least R · r.

The decoding algorithm proceeds in a natural way. Given a received
word, we break it up into blocks corresponding to the various inner
encodings by C1. Each of these blocks is list decoded up to a radius ρ,
returning a list of at most � possible candidates for each outer codeword
symbol. The outer code is then (1 − R − ε,�,L(N))-list recovered using
these lists as input. To argue about the fraction of errors this algorithm
corrects, we note that the algorithm fails to recover a codeword only if
on more than a fraction (1 − R − ε) of the inner blocks, the codeword
differs from the received word on more than a fraction ρ of symbols.
It follows that the algorithm correctly list decodes up to a radius (1 −
R − ε)ρ = (1 − R − ε)(H−1(1 − r) − ε).

Optimizing over the choice of inner and outer codes rates r,R in
the above result, we can decode up to the so-called Zyablov bound,
depicted in Figure 7.1.



7.2. Approaching capacity over constant-sized alphabets 181

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  0.2  0.4  0.6  0.8  1

p 
 (

E
R

R
O

R
-C

O
R

R
E

C
T

IO
N

 R
A

D
IU

S
) 

 -
--

>

R  (RATE)  --->

Binary list decoding capacity
Zyablov bound

Fig. 7.1 Error-correction radius ρ of our algorithm for binary codes plotted against the rate
R. The best possible trade-off, i.e., capacity, is ρ = H−1(1 − R), and is also plotted.

Remark 7. The construction time of the codes of Theorem 7.1 is
nΩ(1/ε3), where n is the block length (this complexity bound arises due
to the search for an appropriate inner code). A uniformly constructive
family of binary codes, i.e., with construction time f(ε)nc for some
c independent of ε, will be more desirable. The same applies to the
decoding complexity.

7.2 Approaching capacity over constant-sized alphabets

We now show how to approach the list decoding capacity 1 − R with
an alphabet size that is a constant depending only on the distance to
capacity.

Theorem 7.2. (Main) For every R, 0 < R < 1, every ε > 0, there is a
polynomial time constructible family of codes over an alphabet of size
2O(ε−4 log(1/ε)) that have rate at least R and which can be list decoded
up to a fraction (1 − R − ε) of errors in polynomial time.
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Proof. [Sketch] The theorem can be proved using the code construc-
tion scheme used in [3,35] for linear time unique decodable codes with
optimal rate, with different components appropriate for list decoding
plugged in. We only highlight the high level ideas and spare the details,
which can be found in [35,37].

As in the above result for binary codes, the list recoverability of
folded RS codes will play a crucial role. To motivate the construction,
imagine the following concatenation scheme to combine an outer code
C1 with an inner code C2. For C1, we use a folded RS code of rate
close to 1 that can (0, �,L)-list-recovered for � = Θ(1/ε). Here we are
exploiting the fact, mentioned in Section 6.6, that the size of the input
lists � does not figure in the price we pay in terms of rate.

For C2, for some small δ > 0, we will use a (1 − R − ε/2,O(1/ε))-
list decodable code with near-optimal rate, say rate at least (R + ε/4).
As mentioned in Corollary 3.7, such a (non-linear) code can be shown
to exist over an alphabet of size 2O(1/ε) using random coding argu-
ments. A naive brute-force for such a code, however, is too expensive.
Fortunately, a similar guarantee holds for a random code drawn from
a much smaller ensemble that was introduced and called pseudolinear
codes in [31] (see also [28, Section 9.3]). This enables polynomial time
construction of such an inner code C2. The number of codewords in C2

equals the alphabet size of the folded RS code C1, which is polynomial
in the block length (for each fixed ε). Therefore, C2 can be list decoded
by a brute-force search over all its codewords in polynomial time. The
overall rate of the concatenated code is at least R since the rate of C1

is very close to 1.
Now suppose a fraction (1 − R − ε) errors occur on the symbols of

the concatenated code. Assume an ideal scenario where these errors
are uniformly distributed amongst all the inner blocks, i.e., no block
internally suffers from more than a fraction (1 − R − ε/2) of errors.
Then a brute-force list decoding of each of the inner blocks can be
used to return a list of at most � = O(1/ε) symbols for each posi-
tion of C1. By the assumption on the distribution of errors, each
of these lists will contain the correct symbol. Therefore, running
the assumed list recovering algorithm for C1 will recover the correct
codeword.
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Of course the above assumption on equitable distribution of errors
amongst the blocks is not valid. The key idea is to somehow “simulate”
such a distribution. For this purpose, the symbols of the concatenated
codewords are further redistributed using an expander graph to produce
a codeword over a larger alphabet (but with no further loss in rate). The
“pseudorandom” properties of the expander ensures that for every error
pattern affecting a fraction (1 − R − ε) of positions, once symbols are
distributed backwards, most (say, a fraction 1 − O(

√
ε)) of the blocks

corresponding to inner codewords of C2 incur at most a fraction (1 −
R − √

ε) of errors. If instead of a (0, �,L)-list-recoverable code C1, we
use a list-recoverable code that can tolerate a small O(

√
ε) fraction

of erroneous lists (which is still possible with a very high rate of 1 −
O(

√
ε)), the errors in decoding the few deviant inner blocks can be

handled when list recovering C1.
We skip the formal details that are not hard to work out and follow

along the same lines as the arguments in [35].



8
Concluding Thoughts

We have surveyed the topic of list decoding with a focus on the recent
advances in decoding algorithms for Reed–Solomon codes and close
variants, culminating with a presentation of how to achieve the list
decoding capacity over large alphabets. We conclude by mentioning
some interesting open questions and directions for future work.

8.1 Improving list size of capacity-achieving codes

To list decode a fraction 1 − R − ε of errors with rate R, the decoding
complexity as well as worst-case list size needed are nΩ(1/ε). It remains
a challenge to reduce both of these, and in particular, to achieve a list
size bound that is independent of n. Recall that the existential results
of Section 3.2.1 imply that a bound of O(1/ε) suffices.

The large bound on list size for decoding folded RS codes arises due
to the large degree (the field size q) of the algebraic relation between
and f(X) and its “shift” f(γX). The bound on the list size was derived
from the degree of the final univariate polynomial whose roots contain
all the solution messages. The degree of this polynomial grew like qs−1

leading to the large bound mentioned above. If the degree of the relation
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can be made an absolute constant independent of q, then we can attain
the goal of constant list size.1 This motivates the concrete question:
Does there exist a γ ∈ F

∗
q such that f(γX) and f(X), viewed as ele-

ments (via a natural injective map) of some extension field F̃ over Fq,
satisfy P (f(X),f(γX)) = 0 for a nonzero polynomial P (Y,Z) ∈ F̃[Y,Z]
of degree an absolute constant? In [37], it is argued that if P (Y,Z) has
degree 1 in Z, i.e., has the form Z − p(Y ), then p(Y ) must have degree
at least q in Y . Therefore, such a polynomial must be nonlinear in both
Y,Z.

Another potential avenue for improving the complexity and list
size is via a generalization of folded RS codes to folded algebraic–
geometric (AG) codes. In [36], the authors define correlated AG codes,
and describe list decoding algorithms for those codes, based on a gen-
eralization of the Parvaresh–Vardy approach to the general class of
algebraic–geometric codes (of which RS codes are a special case). How-
ever, to relate folded AG codes to correlated AG codes like we did for
RS codes requires bijections on the set of rational points of the underly-
ing algebraic curve that have some special, hard to guarantee, property.
This step seems like an highly intricate algebraic task, and especially
so in the interesting asymptotic setting of a family of asymptotically
good AG codes over a fixed alphabet.

8.2 Achieving capacity over small alphabets

One of the daunting challenges in the subject is to construct explicit
binary codes along with polynomial time decoding algorithms that
achieve the (binary) list decoding capacity. The question remains wide
open over any fixed alphabet size.

Perhaps a somewhat less daunting challenge is to explicitly achieve
list decoding capacity of binary (or q-ary for small q) codes for the
erasure channel. In the erasure model, some codeword symbols are not
received, and the rest are received without error, and the receiver knows

1 This was the case in the work of Parvaresh and Vardy [62], since they had complete
flexibility in picking the degree d (it just had to be larger than some absolute constant)
and they defined the correlated polynomial to be g(X) = f(X)d mod h(X) (instead of
f(γX)).
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the locations corresponding to the symbols received. With rate R, the
existential results indicate that one can list decode from a fraction
1 − R of erasures, but the best constructive results are far from this
bound. For linear codes, the erasure decoding problem is easy algorith-
mically, so the question becomes a mainly combinatorial one. We refer
the reader to [25] for more context on list decoding under erasures.

8.3 Applications outside coding theory

The motivation of the above questions on achieving list decoding capac-
ity is primarily a coding-theoretic one. Resolving these questions may
not directly impact any of the applications of list decoding outside
coding theory, for example, the various complexity-theoretic applica-
tions. However, codes are by now a central combinatorial object in
the toolkit of computer science, and they are intertwined with many
other fundamental “pseudorandom” objects such as expander graphs
and extractors. Therefore, any new idea to construct substantially bet-
ter codes could potentially have broader impact. As an example of this
phenomenon, we mention the recent work [44], which proved that the
Parvaresh–Vardy codes yield excellent condensers that achieve near-
optimal compression of a weak-random source while preserving essen-
tially all of its entropy. The compressed source has a high enough
entropy rate to enable easy extraction of almost all its randomness
using previously known methods. Together, this yields simple and self-
contained randomness extractors that are optimal up to constant fac-
tors, matching the previously best known construction due to [57] (that
was quite complicated and built upon on a long line of previous work).

Therefore, the algebraic ideas underlying the recent developments
in achieving list decoding capacity have already found powerful appli-
cations in areas outside coding theory. In the other direction, pseu-
dorandom constructs have already yielded many new developments in
coding theory, such as expander based codes [1,31,33,66,68], extractor
codes [26, 72], and codes from the XOR lemma [47, 73]. It is our hope
that exploring these connections in greater depth might lead to further
interesting progress in coding theory; for example, it is interesting to
see if insights from some exciting recent combinatorial techniques, such
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as the zig–zag graph product used to construct expanders, can be used
to develop novel methods to construct codes.

8.4 Combinatorial questions

Several fundamental combinatorial aspects of list decoding are still not
well-understood. For example, to get within ε of list decoding capacity
(say for binary codes), what is the list size needed (as a function of ε)?
Can one show that it is Θ(1/ε), matching the simple random coding
argument of Section 3.2? More generally, techniques to lower bound
the required list size are of interest; see [45] for recent work showing a
Ω(1/γ2) lower bound for list decoding a fraction (1 − 1/q − γ) of errors
with q-ary codes.

The large discrepancy between the strength of random coding
results for linear and general codes, as outlined in Remark 3, merits
further investigation.

The following seems to another intricate combinatorial task: Con-
struct an explicit code and an explicit center with exponentially many
codewords in a Hamming ball of normalized radius less than the rel-
ative distance around it. In addition to the intrinsic interest in such
“bad list decoding configurations,” this has potential applications in
derandomizing the hardness results for approximating the minimum
distance of a linear code [12].

8.5 Decoding concatenated codes using soft information

The approach to construct binary concatenated codes list decodable
up to the Zyablov bound uses the list recovering property of the
outer folded RS code. The inner decoder returns a list of symbols for
each position of the outer folded RS code, but there is no weighting
of the various symbols in such a list. Associating such weights and
passing soft information that can be exploited by the outer decoder
(Section 4.4.2) is a promising approach for improved decoding of con-
catenated codes. An approach based on convex optimization [49, 50]
has been proposed to find the best choice of weights to use in concate-
nated decoding schemes. The involved computations become quickly
infeasible for general, large inner codes, though experimentation with
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small inner codes having well-understood coset weight distributions is
possible. Analytically, however, it remains a big challenge to understand
good choices of weights and establish provable bounds on performance
of such decoders. Some analytic work, for rather special or tailor-made
inner codes, appears in [41,42].

8.6 New vistas

Much of the success in constructing list decodable codes with good
rate has hinged on algebraic ideas. In particular, most results depend
directly or indirectly on the list decoding algorithm for Reed–Solomon
codes or its variants. We now discuss other vistas in which one might
look for codes that depart from the algebraic paradigm. Several con-
nections between list-decodable codes and pseudorandomness have
emerged in recent years, and in particular a basic tool in the latter
topic called the XOR lemma can be used to construct list-decodable
codes [73]. However, the rate of such codes have so far been sub-constant
in the block length.

In Chapter 5, we discussed a combinatorial construction of list-
decodable codes based on expander graphs due to [33]. These codes have
positive rate and can be list decoded from a (1 − α) fraction of errors,
for any desired design parameter α > 0, by a linear time combinatorial
algorithm. The rate of these codes, while positive, is rather small, and
not competitive with the algebraic constructions. It remains to be seen
if this can be improved with more sophisticated ideas. Some limited
progress was made in [34] for the case of erasures, and list recovering
with zero error (when all the input lists are guaranteed to contain the
respective codeword symbol).

Progress on list decoding of new families of graph-based codes such
as low-density parity-check (LDPC) codes would be very exciting. Such
codes have been the source of substantial progress in getting close to
capacity with very efficient algorithms for basic stochastic channels
such as the binary erasure channel, the AWGN channel, and the binary
symmetric channel (for basic details and pointers, see, for instance, the
survey [22]). Whether algorithmic tools can be developed to list decode
LDPC or related codes remains an intriguing question.
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