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1.  if you could change just one thing to 
improve the course, what should we do? 

2.  if you could pick just one thing to keep 
because it’s helpful, what is that? 

* anonymous survey 

Midterm Course Correction Survey*  
(5 min) 



Machine Learning: 
Study of algorithms that 
•  improve their performance P 
•  at some task T 
•  with experience E 



Some topics we’ve covered: 
•  Decision trees 

•  overfitting, pruning 
•  information gain, entropy 

•  Basic probability 
•  MLE’s, MAP 
•  manipulating 
probabilities 
•  Bayes rule 

•  Naïve Bayes 
•  conditional indep. 
•  Discrete, Gaussian 

•  Logistic regression 
•  derive from Naïve Bayes 
•  Conditional likelihood 
•  gradient descent 

•  Logistic regression 
•  derive from Naïve Bayes 
•  Conditional likelihood 
•  MLE, MAP, regularization 
•  gradient descent 

•  Cross validation, feature 
selection, regularization,  
•  Linear regression 

•  probabilistic interpretation 

•  Bayes nets 
•  representation of joint distrib. 
•  cond. indep./ D-separation 
•  simple inference 
•  learning from fully observed data 
•  learning using EM 
•  clustering using EM 










