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Last Time...

Unlabeled can help EM learn Bayes nets for P(X,Y)

« If we assume the Bayes net structure is correct

Using unlabeled data to reweight labeled examples gives better
approximation to true error

« If we assume examples drawn from stationary P(X)

Use unlabeled data to detect/preempt overfitting
 Based on distance metric, triangle inequality

« If we assume priors over H that correctly order hypotheses




When can Unlabeled Data help supervised learning?

Problem setting (the PAC learning setting):

« Set X of instances drawn from unknown distribution P(X)
» Wish to learn target function f: X2 Y (or, P(Y|X))

» Given a set H of possible hypotheses for f

Given:
* ii.d.labeled examples L = {{(z1,y1)---{(Tm,ym)}
* iid.unlabeled examples U = {x,, 4 1,... Tpgn}

Wish to find hypothesis with lowest true error:

f—argmin Pr [h(z) # f(z)]

heH reP(X)



ldea 4: CoTraining, Coupled Training

In some settings, available data features are redundant and we can
train two classifiers based on disjoint features

In this case, the two classifiers should agree on the classification for
each unlabeled example

Therefore, we can use the unlabeled data to constrain joint training of
both classifiers
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CoTraining Algorithm #1

[Blum&Mitchell, 1998]

Given: labeled data L,
unlabeled data U
Loop:
Train gl (hyperlink classifier) using L
Train g2 (page classifier) using L
Allow g1 to label p positive, n negative examps from U
Allow g2 to label p positive, n negative examps from U

Add these self-labeled examples to L




CoTraining: Experimental Results

begin with 12 labeled web pages (academic course)
provide 1,000 additional unlabeled web pages
average error: learning from labeled data 11.1%;
average error: cotraining 5.0%
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CoTraining setting:
* wish to learn f: X 2 Y, given L and U drawn from P(X)
» features describing X can be partitioned (X = X1 x X2)

such that f can be computed from either X1 or X2
(391,92)(Vx € X) g1(z1) = f(z) = go(x2)

One result [Blum&Mitchell 1998]:

- Classifier with
— X1 and X2 are conditionally independent given Y accuracy > 0.5
— f is PAC learnable from noisy labeled data

« Then

— f is PAC learnable from weak initial classifier plus polynomial
number of unlabeled examples
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Example: Co-Training Rote Learners
f1:hyperlink 2> Y, f2:page 2> Y

hyperlinks pages

My advisor M+
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Example: Co-Training Rote Learner

WA labt\cj examps, EEW]'**
X, X,

hyperlinks pages

My advisor .\‘;\4: +




Expected Rote CoTraining error given m examples

E—

CoTraining setting :
learn f.:X —=Y
where X =X xX,

where x drawn from unknown distribution

and 3dg.,g, (Vx)g,(x)=g,(x,)=f(x)

E[error]s EP(x - gj)(l - P(x & g,-))m

Where g 1s the jth connected component of graph
of L+U, m is number of labeled examples
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How many unlabeled examples suffice?

Want to assure that connected components in the underlying
distribution, G, are connected components in the observed

sample, Gg . 0009 )
=
S oe—o
S oe—o
Gp Gq

O(log(N)/a) examples assure that with high probability, G¢ has same
connected components as G [Karger, 94]

N 1s size of Gp, o 1s min cut over all connected components of Gy



PAC Generalization Bounds on CoTraining

[Dasgupta et al., NIPS 2001]

This theorem assumes X1 and X2 are conditionally independent given Y

Theorem 1 With probubility at leust 1 — & over the choice of the sumple S, we have thut
for all hy and ha, if vi(h1,h2,8) > 0 for 1 < i < k then (a) f is a permutation and (b) for
all1 < i <k,

P(hy #i | ha =i, h1 # L) + €i(ha, ha, 8)

P(hy #i =il #1) < '
(i #i| f(y) =il # 1) < Yi(h1, h2, )

The theorem states, in essence, that if the sample size is large, and h, and h, largely agree
on the unlabeled data, then P(hy # i | ho = i,hy # L) is a good estimate of the error rate

P(hi #i| f(y) =i,hy # L1).

vilh1, h2,8) = P(hy=i|hs=ihy # L) — P(hy #i|ha =i, hy # L) — 2¢;(hy, h2,d)

| (In2)(|hy| + |h2|) +1In %
€i(hi,h2,6) = \/ 2|S(hy =1, hy # 1)|




PAC Generalization Bounds on CoTraining

[Dasgupta et al., NIPS 2001]

This theorem assumes X1 and X2 are conditionally independent given Y

Theorem 1 With probubility at leust 1 — & over the choice of the sumple S, we have thut
for all hy and ha, if vi(h1,h2,8) > 0 for 1 < i < k then (a) f is a permutation and (b) for
all1 < i <k,

P(hy #i | ha =i, h1 # L) + €i(ha, ha, 8)
vi(hi, ha, d) '

Plhy #i| f(y) =il # 1) <

The theorem states, in essence, that if the sample size is large, and h, and h, largely agree
on the unlabeled data, then P(hy # i | ho = i,hy # L) is a good estimate of the error rate

P(hi #i| f(y) =i,hy # L1).



Example 2: Learning to extract named entities

location?

‘(\(%

[ arrived in Beijing on Saturday.

Xy

If: “Tarrived in <X> on Saturday.”

Then: Location(X)
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Co-Training for Named Entity Extraction
(.e.,classifying which strings refer to people,
plaCeS, dateS, etC.) [Riloff&Jones 98; Collins et al., 98; Jones 05]

Answerl Answer?2
Classifier, Classifier,

I arrived in _ saturday

I arrived in saturday.
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| Bootstrap learning to extract named entities

[Riloff and Jones, 1999], [Collins and Singer, 1999], ...

Initialization
Australia
Canada
China
England
France
Germany
Japan Mexico
Switzerland
United_states

locations in ?x

South Africa
United Kingdom
Warrenton
Far_East
Oregon
Lexington
Europe

UsS. A

Eastern Canada
Blair
Southwestern_states
Texas

States
Singapore ...

operations in ?x

Thailand

Maine
production_control
northern_Los
New_Zealand
eastern_Europe
Americas
Michigan
New_Hampshire
Hungary
south_america
district
Latin_America
Florida ...

avi

republic of 7x



e —

The Problem with Semi-Supervised
Bootstrap Learning

it’s underconstrained!!

Paris San Francisco

Pittsburgh Austin

Seattle denial

Cupertino
mayor of arg1 arg1 is home of

live in arg? traits such as arg
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What if CoTraining Assumption
Not Perfectly Satisfied?

—
R

® +
O O

» ldea: Want classifiers that produce a maximally
consistent labeling of the data

* If learning is an optimization problem, what
function should we optimize?



[— S ———— A —
R - SR

e —

What Objective Function?

E=FEl+E2

Error on labeled examples

El= E(y_gl(xl))z

<x,y>EL

E2 = E(y_gz(xz))z

<x,y>EL
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What Objective Function?

E=FEl1+E2+cE3

Error on labeled examples

El= 3 (y-£(x)’

<x,y>EL :
’ Disagreement over unlabeled

E2 = E(y_gz(xz))z

<x,y>EL

E3 = E(§1(x1)_§2(x2))2
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What Objective Function?

E=FEl+E2+cE3+c,E4

Error on labeled examples

E(J’ _§1(x1))2

<x,y>EL

E2 = E(y_éz(xz))z

<x,y>EL

(§1 (xl) - §2 (x2 ))2 Misfit to estimated class priors

g,(x)+g,(x,) 2
L] Ey) (|L|+|U| 2 ))

<x,y>EL xeLUU

Disagreement over unlabeled
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What Function Approximators?
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What Function Approximators?

n 1 . 1
gl(x) = ij,lxj gz(x) = ij,ij
l1+e’ l1+e’

« Same fn form as Naive Bayes, Max Entropy

* Use gradient descent to simultaneously learn
g1 and g2, directly minimizing E=E1 + E2 +
E3 +E4

* No word independence assumption, use both
labeled and unlabeled data



Gradient CoTraining
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Classifying Jobs for FlipDog

» Employers = Support

FllpDOg Hpme Find Jobs Yo‘urAcAc‘Qu#qt RQsAeAaLchEn]glgyers

Search Results

Mid-Sr. Sun HY graﬁoolgge Grad wf Why work for one
Engineer Pleasanton, Pm mon | . w Ventashoek  startup when you can
ersonality? Join our -
zengystems  CA IT Recruiting Team. waliiarmanye
Sort results by: | Date Posted x| Search these jobs for: | &%) Search tips
26 -50 of 159 jobs shown below (__Previous ] [ More Results
C++/Java Consultants at Elite Placement Services ® November 01, 2000
Job Number: C1 Salary Range: $80K Job Description: Functions of this position include the consulting, development HOUSUJV!. TX
and implementation of EAl solutions supporting e-commerce and B2B initiatives for... Computing/MIS
Software Development
Chief Software architect at Elite Placement Services © November 01, 2000
Job Number: CSA1 Salary Range: to $150K Job Description: Responsible for the end-to-end architecture of all n- Houstoq, X
tiered web-based applications and complementary products. Provide design direction for the... Computing/MIS
Software Development
Web Application Developers at MI Systems, Inc. © November 01, 2000
Location: Houston, TX Last Updated: 10/04/00 Job Type: Full-Time Contract Length: 0 Salary: open Hourly Pay: See HOUStOﬂ_. >
: : n Synopsis: Permanent Opportunities (2) Application Developers with. .. Computing/MIS
X1: jOb title . : Internet Development
Sares Consulting Engineer at Visual Numerics, Inc. X2: Jo_b ) Novernber 01, 2000
Job Code 00-022-H Back to Top WHAT'S THE JOB? Performs pre-sales tec description ductsto  Houston, TX
customers and non-customers. Technical support includes providing verbal a Computing/MIS
Technical Support/Help Des
Peo Iesoft Software Analyst (Systems Analyst I11 L.T. Staffing, Inc. October 27, 2000
: . ome International travel required) Job Description: CLIENT/SERVER HOUStOO.TX
APPLICATION ADMINISTRATION. SETTING UP USERS AND SECURITY FOR DATABASE AND APPLICATION.... |Computing/MIS
Software Development
Peoplesoft Software Analyst (Systems Analyst 11T at 1.T. Staffing, Inc. October 27, 2000
Date Posted: 10/12/00 Location: Houston, TX (Some international travel required) Job Description: CLIENT/SERVER Houstoq, X
APPLICATION ADMINISTRATION. SETTING UP USERS AND SECURITY FOR DATABASE AND APPLICATION....  Computing/MIS
QﬂRKAJﬂVﬂ nnunlnnmnn}
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Gradient CoTraining

Classifying FlipDog job descriptions: SysAdmin vs. WebProgrammer

jobDoc-L13-U1275-W0.5-R2500-Eta0 .01 -InitD-OIdObjFn

—

E1

E2

E3
testE1
—— testE2
—— accuracy

Final Accuracy

Labeled data alone:
1 86%

CoTraining: 96%

1

1000

# iterations

1600

2000 2500
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CoTraining Summary

Unlabeled data improves supervised learning when example features
are redundantly sufficient
— Family of algorithms that train multiple classifiers

Theoretical results
— Expected error for rote learning

— If X1,X2 conditionally independent given Y, Then
« PAC learnable from weak initial classifier plus unlabeled data

« disagreement between g1(x1) and g2(x2) bounds final classifier error

Many real-world problems of this type
— Semantic lexicon generation [Riloff, Jones 99], [Collins, Singer 99]
— Web page classification [Blum, Mitchell 98]
— Word sense disambiguation [Yarowsky 95]
— Speech recognition [de Sa, Ballard 98]
— Visual classification of cars [Levin, Viola, Freund 03]
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What you should know

Unlabeled can help EM learn Bayes nets for P(X,Y)

« If we assume the Bayes net structure is correct

Using unlabeled data to reweight labeled examples gives better
approximation to true error

« If we assume examples drawn from stationary P(X)

Use unlabeled data to detect/preempt overfitting
 Based on distance metric, triangle inequality

« If we assume priors over H that correctly order hypotheses

CoTraining multiple classifiers, using unlabeled data as constraints

« If we assume redundantly sufficient features, with different
conditional distributions given the class
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Further Reading

Semi-Supervised Learning, O. Chapelle, B. Sholkopf, and A. Zien
(eds.), MIT Press, 2006. (excellent book)

EM for Naive Bayes classifiers: K.Nigam, et al., 2000. "Text
Classification from Labeled and Unlabeled Documents using EM",
Machine Learning, 39, pp.103—134.

CoTraining: A. Blum and T. Mitchell, 1998. “Combining Labeled
and Unlabeled Data with Co-Training,” Proceedings of the 11th
Annual Conference on Computational Learning Theory
(COLT-98).

S. Dasgupta, et al., “PAC Generalization Bounds for Co-training”,
NIPS 2001

Model selection: D. Schuurmans and F. Southey, 2002. “Metric-
Based methods for Adaptive Model Selection and
Regularization,” Machine Learning, 48, 51—84.




Toward Never-Ending Learning of Semantic
Knowledge

Justin Betteridge, Andrew Carlson, Estevam R. Hruschka Jr.,
Tom M. Mitchell

(with help from Sue Ann Hong, Sophie Wang, Richard Wang)

Carnegie Mellon University

March 2009
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Our Goal: Never-Ending Language Learning

Goal:
* run 24x7, forever

* each day:

1. extract more facts from the web to populate and extend
initial ontology

2. learn to read better than yesterday
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Our Goal: Never-Ending Language
Learning

Goal:
* run 24x7, forever

* each day:
1. extract more facts from the web to populate initial ontology
2. learn to read better than yesterday

Today...

Given:
« initial ontology defining dozens of classes and relations
» 10-20 seed examples of each
Task:
* learn to extract / extract to learn
 running over 200M web pages, for a few days
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Browse the KB

« ~ 18,000+ entities, ~ 30,000 extracted beliefs

* learned from 10-20 seed examples, 200M unlabeled web
pages

« ~ 2 days computation on M45 cluster (thanks Yahoo!)

on the web:
initial
populated
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The Problem with Semi-Supervised
Bootstrap Learning

it’s underconstrained!!

Paris San Francisco

Pittsburgh Austin

Seattle denial

Cupertino
mayor of arg1 arg1 is home of

live in arg? traits such as arg
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The Key to Accurate Semi-Supervised Learning

B

teamPlaysSport(t,

playsForTeam(a,t) s)

T\
sport laysSport(a,s
P team,p/y/Q (@s)

athlete coa\ch\

coach(NP) ’\Qa\ches'l'eam(c,t)
A Y \
NP cowtext NP1 NP2
Krzyzewski coaches the Blue Devils. Krzyzewski coaches the Blue Devils.
hard (underconstrained) much easier (more constrained)
semi-supervised learning semi-supervised learning problem

problem
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Constraining semi-supervised learning 1

Wishtolearnf: X 2>Y
e.g., city : NounPhraselnSentence - {0,1}

Constraint type 1 (co-training):
if X can be split into redundantly sufficient X1, X2
then learn both f1: X1 =2 Y, andf2: X2 2> Y

city? — city?
X1 X2

X: Luke is mayor of Pittsburgh.




Constraining semi-supervised learning 2

Wishtolearnf: X 2> Y
e.g., city: NounPhraselnSentence - {0,1}

Constraint type 2: couple training of multiple classes
Ontology provides coupling constraints

location?
2
city? % .
politician?

X2
Luke is mayor of Pittsburgh.
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Constraining semi-supervised learning 2

Wishtolearnf: X 2> Y
e.g., city: NounPhraselnSentence - {0,1}

Constraint type 2: couple training of multiple classes
Ontology provides coupling constraints

location? location?
2 2
city? / —‘e\— . city? —‘e\— .
thman? thman?
X1 X2

Luke is mayor of Pittsburgh.
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Coupling unsupervised training of
multiple functions
Cotraining: learn f: X->Y, by coupling training of
c f1: X12Y
¢« f2.X22Y

Coupled functions: learn f1: X 2> Y1, 2. X 2 Y2
where coupling is based on a constraint C(Y1,Y2)
* e.g., mutallyExclusive(Person, City)

e e.g., subset(Athlete, Person)
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Constraining semi-supervised learning 3

Constraint type 3 (couple training of classes and relations)

mayorOf(X1,X2)?

n? \\ location?

NEANVER

— ity? e
politician? '\ politician?

X1 X2
Luke is mayor of Pittsburgh.




Coupled Bootstrap Learner algorithm

Algorithm 1: CBL Algorithm

In the ontology: categories,
relations, seed instances and
patterns, type information, mutual

Input: An ontology O, and text corpus C'
Output: Trusted instances/patterns for each

predicate smpm %Mé@@%ﬁ%@n()ns
SHARE initial instances/patterns among E%&f'@gi Rnsﬂﬂéé?:relations, and
])l’ediC‘d'[GSZ pe checki ng
fori=1,2,..., ~ do 1 HQ in Arg2 > (CBC ||
foreach predicare p € O do z fi8 Nti an Jose),
EXTRACT new candidate Ot enoug
instances/patterns; &M q fBo 0 8 a?ea}n%%a fces wit
FILTER candidates; dsq ers or, chipr er arg,
TRAIN instance/pattern classifiers; geg r strength of
ASSESS candidates using trained v % ; mn
classifiers; and patterns.” Use type-checking.
PROMOTE highest-confidence candidates; Score patterns with estimate of
end

precision

SHARE promoted items among predicates;
end
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learned extraction patterns: Company

retailers_like_ such_clients_as  an_operating_business_of _ being_acquired_by
firms_such_as  a flight attendant for _ chains _such _as  industry leaders such as
advertisers_like  social_networking_sites such_as _ a_senior_manager_at
competitors_like  stores like is_an_ebay company discounters_like
a_distribution_deal_with__ popular_sites like  a company_such_as__ vendors_such_as
rivals such _as  competitors such_as  has been quoted in_the  providers such as
company_research _for _ providers like  giants such as  a social network like
popular_websites like  multinationals_like  social _networks such_as
the former _ceo of  a software _engineer at  a store like  video sites like
a_social_networking_site _like  giants_like_ a company_like _ premieres_on___
corporations_such_as _ corporations_like  professional _profile on__ outlets like
the_executives_at  stores such_as  _ is the _only carrier a_big _company_like
social_media_sites such_ as  _ has_an_article_today manufacturers _such as
companies_like  social_media_sites like_ companies___including__ firms_like
networking_websites such_as__ networks_like  carriers_like
social_networking_websites like  an_executive_at__ insured_via___
__provides_dialup_access a_patent_infringement_lawsuit_against
social_networking_sites _like  social_network_sites like  carriers_such_as
are_shipped _via__ social_sites _like a_licensing_deal_with__  portals_like
vendors_like  the_accounting_firm_of _ industry leaders_like  retailers_such_as
chains_like__ prior_fiscal_years for _ such _firms_as__ provided free by
manufacturers_like airlines_like  airlines_such_as



learned extraction patterns: playsSport(arg1,arg2)

arg1_was_playing_arg2 arg2 megastar_arg1 arg2_icons_arg1 arg2_player_named_arg1
arg2_prodigy _arg1 arg1_is the tiger woods of arg2 arg2 career of arg1
arg2 greats_as _arg1 arg1 plays _arg2 arg2 player is arg1 arg2 legends_arg1
arg1_announced_his_retirement_from_arg2 arg2 operations_chief arg1
arg2_player_like_arg1 arg2_and_golfing_personalities_including_arg1 arg2 players_like_arg1
arg2_greats_like_arg1 arg2_players_are_steffi graf and_arg1 arg2 great arg1
arg2 _champ_arg1 arg2 greats such _as arg1 arg2 professionals such as arg1
arg2_course_designed by arg1 arg2 hit by arg1 arg2 course_architects including _arg1
arg2 greats_arg1 arg2_icon_arg1 arg2_stars like_arg1 arg2 pros_like arg1
arg1_retires_from_arg2 arg2 phenom_arg1 arg2_lesson_from_arg1
arg2_architects_robert_trent_jones_and_arg1 arg2_sensation_arg1 arg2_architects_like_arg1
arg2 _pros_arg1 arg2 stars venus and arg1 arg2 legends arnold palmer_and_arg1
arg2_hall_of famer_arg1 arg2 racket in_arg1 arg2 superstar_arg1 arg2 legend_arg1
arg2_legends_such_as arg1 arg2 players is _arg1 arg2 pro_arg1 arg2 player was_arg1
arg2 _god_arg1 arg2 idol_arg1 arg1 _was born_to play arg2 arg2_ star_argi
arg2_hero_arg1 arg2 course_architect_arg1 arg2_players_are_arg1
arg1_retired_from_professional _arg2 arg2 legends as _arg1 arg2 autographed by arg1
arg2_related _quotations_spoken_by arg1 arg2 courses were designed by arg1
arg2_player_since_arg1 arg2_match_between_arg1 arg2 course_was_designed by arg1
arg1_has_retired_from_arg2 arg2 player _arg1 arg1 _can_hit a_arg2
arg2_legends_including_arg1 arg2_player _than_arg1 arg2 legends_like arg1
arg2_courses_designed by legends arg1 arg2 player of all time is arg1
arg2 fan_knows _arg1 arg1 learned to play arg2 arg1_is the best player in_arg2
arg2_signed_by arg1 arg2_champion_arg1
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Experimental Evaluation

31 predicates

— 15 relations, 16 categories

Domains:

— Companies

— Sports

Run for 15 iterations:

— Full system

— No Sharing of promoted items

— No Relation/Category coupling
Evaluated a sample of promoted items




] 5 iterations 10 iterations iterations |

 Predicate | Full | NS | NCR || Full | NS | NCR NS | NCR
Actor 93 | 100 | 100 || 93 | 97 | 100 97 | 100

- Athlete 100 | 100 | 100 || 100 | 93 | 100 73 | 100
Board Game 93 | 76 | 93 8 | 27 | 93 30 | 93

' City 100 | 100 | 100 || 100 | 97 | 100 100 | 100
Coach 100 63 | 73 97 | 53 | 43 47 | 47

- Company 100 | 100 | 100 || 97 | 90 | 97 90 | 100
Country 60 | 40 | 60 30 | 43 | 27 23 | 40

' Economic Sector 77 | 63 | 73 || 57 | 67 | 67 63 | 40
Hobby 67 | 63 | 67 40 | 40 @57 23 | 30

- Person 97 | 97 | 90 97 | 93 | 97 97 | 93
Politician 93 | 93 | 97 73 | 53 | 90 53 | 87

| Product 97 | 87 | 90 || 90 | 87 | 100 9 | 77
Product Type 93 | 93 | 90 70 | 73 | 97 80 | 67

' Scientist 100 | 90 | 97 97 | 63 | 97 60 | 100
Sport 100 | 90 | 100 || 93 | 67 | 83 27 | 90

' Sports Team | 100 97 | 100 || 97 | 70 | 100 50 | 100
Category Average 92 84 | 89 82 | 70 @ 84 63 | 79

' Acquired(Company, Company) 77 1 77| 80 || 67 | 80 | 47 63 | 47 |
CeoOf(Person, Company) 97 | 87 | 100 || 90 | 87 | 97 80 | 83

' CoachesTeam(Coach, Sports Team) 100 | 100 | 100 |l 100 | 100 | 97 100 | 90
CompetesIn(Company, Econ. Sector) | 97 @ 97 | 80 100 | 93 67 63 | 60

' CompetesWith(Company, Company) || 93 | 80 | 60 77 | 70 | 37 60 | 43
HasOfficesIn(Company, City) 97 | 93 | 40 93 | 90 | 27 57 30

' HasOperationsIn(Company, Country) || 100 | 95 | 50 100 | 97 | 40 83 13
HeadquarteredIn(Company, City) 77 | 90 | 20 70 | 77 | 27 60 7

' LocatedIn(City, Country) 90 | 67 | 57 63 | 50 | 43 50 | 30
PlaysFor(Athlete, Sports Team) 100 100| O 100 | 97 7 43 0

' PlaysSport(Athlete, Sport) 100 | 100 | 27 || 93 | 80 | 10 40 | 30
TeamPlaysSport(Sports Team, Sport) || 100 | 100 | 77 100 F 97 @ 80 83 | 67

' Produces(Company, Product) 91 | 83 90 83 | 93 | 67 80 | 57
HasType(Product, Product Type) 73 | 63 17 33 | 67 33 57 27

' Relation Average 92 | 88 | 57 || 84 | 84 | 48 66 | 42

Al 192 8 | 74 || 83 | 76 | 68 64 | 62 |

Table 1: Precision (%) for each predicate. Results are presented after 5, 10, and 15 iterations, for the Full, No Sharing
(NS), and No Category/Relation Coupling (NCR) configurations of CBL .
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Extending Freebase

Category
Actor
Athlete
Board Game
City
Company
Econ. Sector
Politician
Product
Sports Team
Sport

Freebase
Matches
465

54

6

1665
995

137

74

0

139

134

CBL
Instances
522
117
18
1799
1937
1541
962
1259
414
613

Est.
Prec.
100
100
89
100
100
50
90
97
90
97

Est. New
Instances
57

63

10

134

042

634

792

1221

234

461

Table 3: Estimated numbers of ‘New Instances’, which
are correct instances promoted by CBL in the Full 15
iteration run which do not have a match in Freebase,
and the values used in calculating them (number of
Freebase/CBL matches, number of CBL instances, and
the estimated precision of CBL for the predicate).
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Summary

For never-ending language learning, the key is achieving
accurate semi-supervised training

—> Constrain learning by coupling the training of many types
of knowledge (functions)
— sample complexity decreases as ontology size increases

- Want an architecture in which current learning makes
future learning even more accurate

-- learn symbolic rules which become new probabilistic constraints

- Want architecture where self-consistency = correctness



