Reasoning By Instruction Using COMmonsEnse Transformers

Abstract

LIA, Learning by Instruction Agent,
seeks to allow humans to teach the
machine a new task through verbal
instructions. Though successful at
understanding simpler commands,
there are reasoning gaps when LIA
encounters complex if-then-because
commands because the conditional
Is often underspecified. My goal is to
find a path of logic for LIA to
complete its knowledge base so that
It can reason and mimic common
sense.

i e THEN oBECAUSE.
. s goal

“| want to get to
work on time”

"It snows tonight”

Background

COMET][1] is a system that, given an
event e, produces novel
commonsense related information.
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Figure 1: Sample of ATOMIC results for phrase “I drink coffee”
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Figure 2: Sample of ConceptNet results for phrase “I drink coffee”

commonsense embeddings - the
BERT embeddings re-trained during
COMET training; they measure the
commonsense semantics of events.
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Methodology

We detected different logic patterns in 160 utterances,
which we define as logic templates.

BLUE LOGIC TEMPLATE

Definition: S>aGNAS) -G

Example: ”|f it snows tonight then wake me up 30 minutes earlier
because | want to get to work on time.”

—

COMET query: Top 5 beam
S COMET R results along
ENGINE dimensions Xblue

¥

Senior Thesis Advisor: Tom Mitchell, Forough Arabshahi

MAKE ONE-HOP INFERENCES
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Figure 3: one hop inference simulations for orange and blue logic templates

ORANGE LOGIC TEMPLATE

Definition: —A(S) > G NAS) =G

Example: “|f the Hamilton cast is in Pittsburgh, then find tickets

because | want to see Hamilton live.”

1. Generate COMET results for S
2. Create matrix M of the normalized
commonsense embeddings Vp €

COMET query: o Top 5 beam beams .
S+A ENGINE results along 3. Create a vector of the normalized
commonsense embeddings of the
goal, e,
GREEN LOGIC TEMPLATE B
Sefinition: A(S) - A' - G 4. Calculate M X e; = scores
Example: ”If there is a talk on developmental psychology today, 5 if SCO?"GS[i] > 07, add G :- beams [l]

let me know because | want to learn about it.”
(hidden action) A’ - “l go to the talk”

Top 5 beam
A COMET results along

ENGINE dimensions X9reen

to knowledge base KB

» Create multi-hop inferences using a
series of connected one-hop
inferences.

Let’s use the blue template as an example.

USER INTERACTION

LIA also uses COMET results to
help user provide the best
explanation during user
Interaction

user> 1f I have an early morning
meeting then wake me up early
because I want to get to work on
time.

LIA > How do I know 1f
time.”?

user> if 1 get to work before 8
LIA > What does “i1 have an early
morning meeting” cause that makes
you want to “wake up early”?

1. to be on time

. personx 1s late

. to be punctual

. To go to work

. To get ready

. None of the above

Please provide number and
explanation:

user> 2 if I have an early morning
meeting and 1 wake up at the same
time as I usually do, then I will
be late to my meeting.
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Figure 4: Terminal snippet of user interaction with multiple choice prompt

Results

1. Successfully incorporate
COMET into the KB of LIA,

thus iImproving its ability t0 <. ... weather is

bad tomorrow

reason and generate one-
hop inferences

2. Reduce the amount of user
iInteraction which improves
the user experience

3. Complete proof traces for
simpler utterances without
using LIA's logic engine

umbrella

A:lbringan

Utterance: “If the weather is bad tomorrow then remind me to bring an umbrella because | want to stay warm.”
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S: the weather is bad tomorrow
dimension: Causes

rain _ , 0.2083 In this utterance, there's a one hop
ConceptNet ;hgnder;nd Icllghtnlng 0.5043 inference from S to -G and a two
] Model ad-weather day 0.2042 hop inference from Ato G
Bad weather 0.4988
_Get cold 0.5955
dimension: UsedFor Similarity to G
Protect me from rain 0.5880 dimension: UsedFor
Protect my head from rain 0.5057 " Conserve energy 0.5776
ConceptNet
Model Protect my head 0.6133 Stay dry 0.6018
oae Stav g | ConceptNet
y ary 0.6018 Model Keen dry 0.5632
_rain 0.2232 Stay warm 0.8421
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Figure 5: 2-hop inference proof trace generated by COMET for a blue-template utterance

A: | bring an umbrella

Similarity to G

|

G: | stay warm

Proof trace complete

[1] Bosselut, Antoine et al. “COMET: Commonsense Transformers for Automatic Knowledge Graph Construction.” ACL (2019).



