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Chris Smoak and Stuart Anderson
Abstract


We will build an interactive art installation focused on group interaction with a virtual ecology. Building on the work of Jon McCormack and Karl Sims, our project will explore structured relationships between individual participants as well as between those participants and the simulated ecology. The interaction is designed such that participants are encouraged to discover the rules governing their effect on the world. Upon learning these rules, participants discover that group interaction is necessary in order to achieve a substantial effect. We thereby create the possibility for observation of the symbols used between individuals to represent this ecology.

Concept

pan·the·ic, adj. —​ Of the nature of a pantheum: combining in one figure the symbols or attributes of many different gods.
We are particularly interested in work dealing with interactive technology in art. Some previous studies have focused on individual interaction with an artificial environment, or group interaction with individual creatures. We would like to pursue an interactive project exploring group interaction with a rich virtual environment. There are two specific examples of previous work that have proven particularly influential to our concept.
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The first of these installations, Jon McCormack’s Eden, allows viewers to walk around two orthogonal screens such that their movements feed the creatures inhabiting an artificial ecosystem. Ambient and creature-generated sound constantly surrounds the participants. This arrangement permits the exploration of the emergent relationship between the inhabitants of real and virtual space. The installation codes the virtual world into physical space using non-representational imagery and sound.


A work by Karl Sims, Galápagos, consists of 12 video monitors arranged in an arc. Each monitor displays a virtual organism that is a visual representation of a genetic code. The creatures that participants stand in front of are ‘mated’ to create a new generation of 12 creatures. These creatures are then displayed on the monitors, beginning the selection process anew. Sims’ aim is to have the program enter into an exchange with the participants, providing them with aesthetically pleasing images in order to entice participants into providing the creative selection necessary for evolution. The program itself does not have the ability to perform this selection, thereby requiring the assistance of the human participants.


Our project draws conceptual elements from this body of previous work to investigate group interaction with a virtual ecology. By presenting a self-consistent [image: image2.wmf] 
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virtual world, we allow participants to decode the nature of their interaction with the system. As they learn to interact with the environment, participants realize that group interaction is the only effective mode of manipulation. Change in the symbols, both representing the evolving inhabitants of the virtual world, and the evolving interactions between the participants, is therefore linked.


Although all parts of the world are displayed, only a section of the world is visible to each participant. This limitation reinforces the weakness of each individual.


Additionally, as the participants work to decode and translate a representation of the simulated ecology, the exhibit is translating the behavior of the participants into the representational structures of the virtual environment. Also, artificial creatures and participants within the virtual world communicate with each other.  The content of each of these four information streams is visible at a location outside the main exhibit.

Physical Design
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Three walls form an equilateral triangle; each wall is 7 feet tall by 12 feet long. Each wall is covered by a projection from the interior of the triangle. The projected images, viewed from the exterior, are a graphical representation of the virtual ecology including both the environment and the creatures inhabiting it. This structure creates a continuous world stretching across all three walls. Speakers located around the installation further the immersive experience. Cameras mounted outside the triangle observe the participants and their movements. Their silhouettes are extracted and projected onto the screen, reinforcing their interaction with the virtual world. The role of the individual is de-emphasized by displaying the composite silhouette of all participants as a single outline.

Entering the exhibit space begins a passive interaction with the system. Presence without motion causes small changes in the environment, which increase with the area of the composite silhouette.  The silhouette size is an approximate measure of the number of participants. These small changes cause the locally affected environment to be destroyed. Since we infer from presence an interest in the local environment, we surmise that this interest will encourage the participants to move between environments. Thus begins the process of learning additional, more complex interactions with the system based on motion. Motion allows participants to affect both the environment and the creatures inhabiting it.

Microphones located near the projection screen monitor the volume of the participants.

Assuming technological and engineering obstacles are overcome, a touch-based interface will be present as well. Touch provides a further set of interactions between the participants and the installation.

A monitor located outside the main exhibition area displays information describing the symbols and content of the communication taking place within the virtual and physical spaces comprising the installation.

Implementation


The walls of the exhibit will be made from tailor’s silk hung from aluminum frames. The silk allows for a rear-projection image at a reasonable price. Projectors will be placed on the floor in the corner opposite a wall of projection. Even with this distance, however, we will need a way to magnify the image so that it will cover the entire projection screen. We will accomplish this task with lenses placed in front of the projectors. Speakers placed around the installation will provide ambient and other sounds. The separate display will be shown on a computer monitor.


A significant computer programming effort is required to run this installation.  The code consists of a number of modules: an environment simulation, an artificial life creature simulation, rendering code, image analysis for video feeds, sound analysis and generation code, calibration routines, and a framework to link these components.  We will complete the majority of this work before we begin building the installation.


Funds will be used primarily to rent equipment needed to present the exhibition. Some money will also be used for hardware to build the frames and screens. The materials needed for the project are listed below:

3 Projectors (rented)





$300/day  (from IT)

3 Video Cameras (rented)




$90/day  (est)

Projection Screens:

3x12’x7’ Aluminum Frames (to be constructed)

$210 (est)

24 Yards Tailors Silk @ $6/yd (to be constructed)

$146

3 Fresnel Sheets





$60

6 Condenser Microphones




$30

Estimated Total Cost (single day):



$836

Estimated Total Cost (including testing day):

$1226

Total Requested SURG Funding:



$1000

(We will provide the necessary computers, the external monitor, and the speakers.)


To present our work, we will find a suitable gallery or place of installation. At this point, we are pursuing a presentation in The Frame during the Spring 2003 semester.

Timeline

January 15, 2003  
Simulation runs on desktop test platform, silhouette 

recognition functional for single camera.

February 28, 2003  
Single wall projection and lensing with camera functional

March 15, 2003  
External monitor and possible touch sensors functional

April 1, 2003  

Exhibit ready for final installation

We will meet with our advisor, Simone Jones, every two weeks to report our progress.

Background


We are both juniors in the School of Computer Science. Chris Smoak is also pursuing degrees in Electrical and Computer Engineering and Cognitive Science. He has had a long-term interest in the field of Artificial Intelligence and, more recently, Artificial Life, which studies intelligence and consciousness with respect to machines. He has previously written artificial life simulations of a similar sort to that which is proposed here. His current interests are in complex systems and physiological and systems level models of the brain. Stuart Anderson is also pursuing degrees in Physics and Mathematical Sciences. His previous research has focused on developing a general physical simulator for robotics research, and developing algorithms for solving and displaying solutions to multi-robot coordination tasks. He is currently interested in pursuing work in the simulation and representation of complex systems.


Our advisor is Simone Jones, Assistant Professor, Jill Kraus Visiting Professorship of the School Of Art at Carnegie Mellon.  
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