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ABSTRACT

The wide adoption of Generative AI (GenAI) in everyday life high-
lights the need for greater literacy around its evolving capabili-
ties, biases, and limitations. While many AI literacy efforts focus
on children through game-based learning, few interventions sup-
port adults in developing a nuanced, reflective understanding of
GenAI via playful exploration. To address the gap, we introduce
ImaginAItion, a multiplayer party game inspired by Drawful and
grounded in the reflective play framework to surface model defaults,
biases, and human-AI perception gaps through prompting and dis-
cussion. From ten sessions (n=30), we show how gameplay helped
adults recognize systematic biases in GenAI, reflect on humans and
AI interpretation differences, and adapt their prompting strategies.
We also found that group dynamics and composition, such as exper-
tise and diversity, amplified or muted reflection. Our work provides
a starting point to scale critical GenAI literacy through playful,
social interventions resilient to rapidly evolving technologies.
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1 INTRODUCTION

As Generative AI (GenAI) becomes increasingly integrated into
diverse domains and everyday use — from creative content gener-
ation to everyday decision support — there is a growing need to
ensure that users not only learn how to operate GenAI but also
develop a nuanced understanding of their capabilities and limita-
tions [33, 36]. Driven by such need, various studies now attempt
to help users develop AI literacy [12, 17, 47, 56]; when it comes to
GenAI, people need to critically evaluate GenAI outputs, recognize
inherent biases, unpredictability, and form calibrated mental mod-
els of GenAI behaviors. However, much of the existing work on
AI literacy has been concentrated in structured settings such as
classrooms or workshops, or designed for narrow age groups like
children [8, 29, 30, 76, 81]. While valuable, these efforts tend to limit
broader public accessibility or fall short in sustaining engagement
beyond formal contexts.

Game-based approaches have recently emerged as a promising
strategy to boost engagement and accessibility [2, 4, 8, 39, 43, 79].
For instance, Case 429 [51] casts players as detectives navigating
biased AI-generated summaries, prompting reflection on represen-
tational bias, and Supe’s Terrible Clones [77] prompts players to
reproduce an image clone (e.g., a Superman) on Stable Diffusion
without using the word in prompt, encouraging players’ mental
model development. These games illustrate the potential of play
to foster critical AI literacy, but they still face two core limitations:
On the one hand, many existing games only support limited in-

teraction with AI models (if any) compared to in-the-wild usage.
This undermines deeper reflection, as transformative understand-
ing [13, 54] often emerges when players test hypotheses and con-
front unexpected outputs. However, while task-specific models
allow for tightly scoped mechanics (e.g., breaking an image classi-
fier [29, 78]), interacting with generative models introduce design
challenges due to their open-ended inputs and unpredictable

outputs. This complicates pacing, scoring, and balancing both en-
gagement and reflection. On the other hand, most existing games
are fragile to model drift: They target fixed, well-documented model
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(a) prompt-turn (70 seconds, excluding image generation time): Given

an original image, each player creates a prompt to reproduce it as

closely as possible, but using as few words as possible.

(b) vote-turn (20s): Players review the generated images from others

and vote on which is most similar to the original.

(c) reveal-turn (untimed): Prompts, images, and their corresponding

votes and scores are revealed. Reflection and discussion are encour-

aged with the Quick Draw chatbot, which enables players to test some

alternative prompts.

(d) scoreboard (untimed): the final leaderboard with a summary of

each round’s results is displayed. Players earn one point for each vote

from other players. The player with the longest prompt each round

receives a one-point penalty.

Figure 1: An example sequence from ImaginAItion gameplay. The real game could be played at: ImaginAItion game online. A

video of a game round is available here.

behaviors [2, 29, 51, 81]. As GenAI evolves rapidly, such interven-
tions risk becoming outdated, offering insights that no longer hold.
Designing games that expose both persistent and evolvingmodel
behaviors remains an open challenge — it demands systems that
foster generalizable strategies for reasoning about AI.

How can GenAI literacy games be designed to support di-

verse player reflection on enduring GenAI behaviors through

natural interactions?We explore this question through the de-
sign and development of ImaginAItion, a multiplayer party game
that fosters reflection on GenAI’s capabilities, biases, and prompt-
ing strategies. Inspired by party games like Drawful [22] and the
Reflective Play framework [54], ImaginAItion engages players in
an interactive loop of experimentation and discussion. As shown
in Figure 1, in each round, players are shown a reference image

and asked to recreate it using the shortest possible prompt. After the
GenAI model generates outputs, players vote on the most accurate
image, then discuss their strategies, surprises, and failures by com-
paring prompts and outputs across players. At its core (Section 3.2),
ImaginAItion encourages players to hypothesize about model be-
havior (e.g., “Will it default to realism if I do not specify the desired
image style?”), test these assumptions through deliberate omis-
sion in minimalist prompts, and reflect on outcomes in real time.
This addresses a central challenge in the now-standard instruction-
following paradigms among all GenAI interactions [61, 63]: the
interplay between model defaults and user specification, or
how GenAI responds to prompts of varying specificity and form.

Through iterative prototyping of 10+ variants, we identified
several core design principles for aligning GenAI literacy games

http://34.162.31.148/
https://youtu.be/lwJjuG_eiyc
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with the nature of the models (Section 3.4): (1) To support future-
proof reflection, game should surfacemulti-dimensional examples
covering both persistent issues and improved capacities in GenAI,
so players update rather than ossify their beliefs; (2) To support
structured reflection in unstructured input space, games should offer
constrained freedom — we allow for natural language prompts
but incentivize brevity to spark hypothesis testing in natural but
well-scoped inputs; (3) To avoid extraneous opacity from models,
GenAI should play a narrow, visible role (e.g., image generator
only) to direct player attention toward model behaviors that we
want them to reason about.

We evaluated ImaginAItion through playtests with 30 adults
across 10 trios (Section 4). Our analysis showed that the game’s me-
chanics effectively supported GenAI understanding — 74% of
participant reflections demonstrated calibrated insights into model
behavior. Participants’ reflections aligned with our three core

goals (Section 3.1): (1) They developed intuitions about how mod-
els react to under- or challengingly- specified prompts with de-

fault behaviors, often revealing demographic or cultural biases;
(2) They recognized misalignment between user assumptions and
model reasoning; and (3) they identified variability in model out-
puts due to their probabilistic nature. Players also began forming
basic prompting strategies, balancing model “consistency” (biases)
with randomness. Playtests highlighted additional factors shaping
GenAI literacy game effectiveness: repeated exposure supported
deeper pattern recognition, while player expertise and group

dynamics bounded the diversity of hypotheses players tested
and their depth of reflection. Together with insights from iterative
prototyping, these findings inform design directions for AI literacy
games (Section 6) — emphasizing not just GenAI capabilities and
interaction patterns, but also the role of player variation in shaping
reflection depth and direction.

In summary, we contribute:

• ImaginAItion, an open-ended,multiplayer GenAI literacy game
that centers an active input–output loop to engage players in
a playful exploration of model behaviors, reflecting on model
limitations and prompting strategies; [code and study materials
available at: https://github.com/mqo00/ImaginAItion]

• Design insights from iterative prototyping and playtesting for
building reflective, future-resilient GenAI literacy games under
unconstrained inputs and stochastic outputs;

• Empirical observations of how players engaged with, learned
from, and sometimes struggled with GenAI behaviors, pointing
to which literacy goals are more readily supported by gameplay.

2 RELATEDWORKS

2.1 AI and GenAI Literacy and Instruction

AI literacy refers to the ability to understand how AI operates, ef-
fectively utilize it, and critically evaluate the outputs of AI systems
[47]. With the rise of GenAI tools such as ChatGPT and DALL-E, it
is essential to cultivate GenAI literacy among their critical users.
Adults frequently encounter GenAI systems in both personal and
professional contexts, making them particularly vulnerable to is-
sues such as overreliance, misunderstandings, and misuse [18, 38].
However, research on GenAI literacy instruction for adults remain

in early stages [39], as most existing AI literacy initiatives have tar-
geted younger learners, especially K–12 students [4, 8]. While these
initiatives are valuable for introducing foundational AI principles,
these efforts often fail to meet the needs of adults who face more
complex and nuanced interactions with GenAI [39]. Cultivating
GenAI literacy for adults requires not just a basic understanding
of GenAI like the shallow know-what and technical know-how,
but a deep critical reflection on AI’s role and limitations [6, 23].
However, current approaches to AI literacy instructions for adults
often only cover narrow topics, such as facilitating understanding
of AI mechanisms through visualizations [31, 67, 82].

In addition, GenAI literacy instruction would need to extend
traditional AI literacy instruction and address unique aspects, in-
cluding understanding prompt limitations and inherent biases in
GenAI [3, 6, 27]. Prior studies of prompting in generative mod-
els highlight underspecification as a major challenge to GenAI, as
underspecified instructions can produce default outputs that may
not align with the user’s intent [9, 49]. In particular, text-to-image
GenAIs has default images that reveal about their internal repre-
sentation of visual concepts [72]. However, due to the black-box
nature of GenAIs’ decision-making and unpredictability of model
output [64], users are often left guessing which prompt details af-
fected the result and develop folk theories for explanations [16].
Because humans and GenAI interpret prompts differently, people
often encounter mismatches and perception gaps, which further
highlight the difficulty of precise communication, as identified by
prior works [49, 75]. However, existing works in GenAI literacy
rarely focus on cultivating deeper critical reflections on AI behav-
iors and assumptions, especially on core GenAI challenges such as
underspecification, misalignment, and unpredictability.

Moreover, existing AI literacy interventions like workshops and
tutoring systems can be resource-intensive and limited in scale,
making them less accessible and hard to engage a broad audience
[8]. Games, by contrast, offer a great opportunity to engage a large
audience, and party games such as Pictionary [11] and Drawful [22]
reach millions of players worldwide, spanning wide demographics
from children (age 8+) to adults. These games can also demonstrate
AI capabilities and limitations, such as Google’sQuick, Draw!, which
has a RNN classifier that guesses human drawings [26]; iNNk is a
game that spawns off that to promote mental model development
regarding the classifier [78]. However, these popular games have
yet to be adapted to improve GenAI literacy.

2.2 Game-based Learning and Reflective Play

Games have long been recognized as powerful tools for offering safe
spaces for experimentation, failure, and discovery [25]. Persuasive
games and transformative play often utilize psychological theories
to shift players’ beliefs or behaviors. For example, Kaufman et al.
[35] adopted embedded design methods [34] like obfuscation and
intermixing to make players more receptive to potentially threat-
ening content like cross-gender role plays, and Tikka et al. [74]
encourages more deliberate reflection and fosters healthy eating
behavioral change in players using dual-process theory [20].

In the AI literacy domain, an increasing body of research has
explored how games can make complex topics more approachable.
Existing work shows that games have the potential to provide an

https://github.com/mqo00/ImaginAItion
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effective environment for exploring the limitations and biases of
AI systems [43, 55, 79]. For example, Zammit et al. [85] introduced
TreasureIsland, which gamifies eBooks to improve AI literacy and
motivation for students, and Yavorskiy and Kim [84] developed
MeadowMinds, a 3D game for middle school students to improve AI
knowledge and interest. These projects demonstrate that games can
effectively encourage experimentation and reflection, particularly
by engaging learners to explore and test unfamiliar systems [19, 57].

Furthermore, games encourage active inquiry and reflection about
AI behaviors. For instance, Villareale et al. studiedmultiplayer draw-
ing games where players interacted with AI image classifier [78] or
generator [77] and found that gameplay naturally pushed players
to probe the AI’s limits and evolve their mental models of how
it works. Such examples show that games are well-suited to ex-
posing the weaknesses and helping players critically understand
inconsistencies of AI systems. Recent work also emphasizes the
importance of reflective play as a design strategy to deepen players’
reflections beyond momentary gameplay strategies [52, 54]. Miller
et al. [54] introduced a reflective play framework that identifies key
approaches for evoking reflection in games, such as creating cogni-
tive dissonance, encouraging self-explanation, and supporting peer
discussion. However, the authors also note that it is particularly
difficult to elicit transformative, exo-game reflections that persist
after gameplay and change players’ beliefs or behaviors. This chal-
lenge is especially relevant to GenAI literacy, where the goal is to
update people’s prompting behaviors and beliefs in real life about
the biases, stereotypes, and limitations underlying model outputs.
Nonetheless, the reflective play elements have not yet been applied
to GenAI literacy games.

3 THE DESIGN OF IMAGINAITION

Observing the gap in GenAI literacy tools that promote reflection
(as discussed in Section 2), we create ImaginAItion, a multiplayer
party game that embeds reflection into its core mechanics. We aim
to develop a lightweight and playful approach to GenAI literacy
education that targets adults while addressing critical reflection
goals of underspecification, misalignment, and unpredictability,
core to current GenAI challenges.

Notably, we went through extensive iterative prototyping in
order to instantiate theoretical reflective play frameworks [54] in
a way that is aware of the GenAI strengths and limitations. Here,
we first detail the final reflection goals we arrived at (Section 3.1)
and as well as the corresponding game mechanisms triggering the
reflections (Section 3.2). With this context, we further document
key alternatives and their corresponding challenges (Section 3.4),
which serve as valuable lessons for instantiating reflective play
mechanisms for games with GenAI involved.

3.1 Reflection Goals

Our goal is to promote a deeper understanding of GenAI behaviors.
Over the course of our months-long iterative prototyping, we have
seen newly released models becoming more capable of instruction
following and multi-modality reasoning (Section 3.4). As the field
continues to progress [71], we anticipate that many short-term
behavioral limitations will gradually diminish. To encourage more
durable reflection, we draw on frameworks for AI literacy [47],

speculations about essential AI usage skills [49], as well as our own
prototyping insights (Section 3.4), and distill the following reflection
goals: we encourage users to consider not only model behaviors
of underspecification [9], misalignment [75], and unpredictability
[64], but also strategies for mitigating them while prompting:

RG1 The problem of under- and challenging- specification.

The first and most critical reflection point is the interplay
betweenmodel defaults and user specification. Pre-training ef-
fectively encodes a data-driven “world model” within GenAI
systems [45, 62]. For instance, text-to-image GenAIs would
generate default images that reveal their internal represen-
tation of visual concepts [72]. Effective prompting often re-
quires precise specification to override these defaults, and
under-specified prompts may produce outputs misaligned
with user intent [9, 49]. For example, “A pretty cow” with-
out stylistic qualifiers (e.g., “cartoon style”) will typically
yield realistic imagery (Table 2). Moreover, some defaults
prove difficult to overwrite even with clear instructions (e.g.,
“a horse riding an astronaut” still produce an astronaut
riding a horse instead; Table 2) [9, 42, 63]. By foregrounding
these dynamics, ImaginAItion aims to help players recog-
nize the model’s “mental shortcuts” and reflect on how and
why it fills gaps under uncertainty or when faced with chal-
lenging constraints.

RG2 The misalignment between model and human defaults.

Building on top of the specification challenge, we hope to
encourage players to better calibrate on what can or needs
to be specified. Both our prototyping (Section 3.4) and exist-
ing literature [49] highlight that humans and GenAIs often
prioritize different aspects of a prompt, and even humans
themselves vary in what they consider important. This is
another long-lasting byproduct of GenAI model training —
by aggregating across vast training data, models tend to
converge toward “average” interpretations, producing pref-
erence collapse [83] that frequently diverges from individual
expectations [69], especially when users come from a less
represented background [28, 32, 44]. We want players to ex-
amine the delta between their intended meaning and the
model’s output, fostering awareness of the gap between hu-
man andmodel assumptions, andwhere additional specificity
may be required for more effective prompting.

RG3 The inconsistency and unpredictability. Finally, we em-
phasize the inherent stochasticity of GenAI outputs like what
everyday users encounter — without adjustable parameters
such as temperature or seed (also in game; Section 3.3), public-
facing GenAI systems often produce different results from
identical prompts, an inevitable phenomenon due to their
probabilistic underpinnings [1, 68]. This black-box behavior
leaves users speculating about which prompt details mat-
tered, often developing informal “folk theories” of model
behavior [16]. We want the players to critically reflect on
the unpredictability and opacity of the models, and adopt
a healthy skepticism toward outputs and to internalize the
limitations of these systems as part of their mental model of
GenAI.
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3.2 Game Mechanism and the Underlying

Reflective Design Rationale

Game Overview. To instantiate the above reflection goals, we
design ImaginAItion as a multiplayer web-based game, with mech-
anisms to surface the inner workings and limitations of GenAI
through reflective play without explicit instructions. Taking inspi-
ration fromDrawful [22], ImaginAItion asks all players to compete
in recreating a target image using the shortest possible prompt. Fig-
ure 1 shows a complete sequence of three core turns per round:
Prompting, where players each form their hypothesis on what
details can be omitted to achieve close image reproduction with
few words; Voting, where players vote for the closest image repro-
duction; Revealing, where players discuss and hypothesize GenAI
behaviors based on the revealed prompts, images, and their corre-
sponding votes and scores, and test their hypotheses by retrying
some prompts in aQuickDraw chatbot panel. Their final scores are
revealed after six rounds of gameplay, accumulating points across
all rounds based on the number of votes they received, minus the
penalty if they submit the longest prompt.

As shown in Table 1, we design the core mechanisms of Imag-
inAItion to carefully instantiate design patterns in the reflec-
tive play framework [54]: Disruptions (challenge assumptions),
Slowdowns (create space to reflect), Questioning (provoke critical
thought), Revisiting (re-experience past choices), and Enhancers

(extend reflection beyond the game):
Constrained prompting as hypothesis anchoring. A core

mechanism in ImaginAItion is the constrained prompting task,
where players compete to replicate a target image using the short-
est prompt possible, and they are penalized for writing the longest
prompt among their peers. This brevity-rewarding mechanism
pushes players into under-specification where the model must “fill
in the blanks,” thereby allowing players to externalize their assump-
tions about model defaults — what players choose to omit reflects
their expectations about what the model will supply by default,
embedding their mental model of the system into the prompt itself.
This mechanism not only facilitates reflection by Questioning (as
players need to self-explain what they put in prompts), but it also
acts as the core anchor for all the downstream Disruption and
Revisit — It sets up a space of comparison across prompts and
outcomes, priming players to reflect on when and why the model
fails to behave as expected. This mechanism directly supports RG1
by surfacing issues of under-specification.

Structured contrast to surface Disruption and prioritize

Questioning. ImaginAItion enables reflection through struc-
tured opportunities to contrast playermentalmodels in prompt-turn
and outcomes at multiple levels in reveal-turn. On the one hand,
players make local comparisons between their own prompt to the
generated image, and are thereby exposed to mismatches between
their expectations and the model’s behavior. On the other hand,
players contextualize their prompts and images across other play-
ers’ or the original-prompt, and observe how their best efforts
of guessing model behavior may be sub-optimal and receive fewer
votes. These individual and in-group outcome mismatches pro-
duce Disruption (specifically, narrative twists and confrontation)
where expectations are not met, encouraging them to reconsider
their self-explanation on the GenAI behaviors. These disruptions

often lead to Questioning (hypothesis testing) in the quick-draw
panel, where players are given two chances to iterate on prompts
to probe model behavior. The image generation delay (between
prompt-turn and vote-turn) amplifies reflections by instantiating
Slowdowns: it encourages players to form concrete expectations.
The untimed reveal-turn allows for lingering defeat, where play-
ers reflect more carefully on what went wrong and engage in discus-
sion. These mechanisms directly support RG1 by surfacing issues
of under-specification, RG2 by exposing potential misalignment
between human intent and model behavior, and RG3 (unpredictabil-
ity) when near-identical or identical prompt-turn or quick-draw
inputs from multi-player produce inconsistent results.

Multi-party review for calibration andperspective shift.Be-
yond individual contrasts, ImaginAItion also invites Enhanced re-
flections through the multi-player structure. During the vote-turn
and reveal-turn, players encounter other players’ different deci-
sions made under the same constraints. Comparing across votes for
images, players can observe which visual elements were prioritized
by different players (e.g., color over shape, or character over con-
text). Comparing across prompts, players can inspect what each
player assumed was important to specify, and whether the visual
differences in images were intentional or not. The social discourse
and explicit reflection prompt at reveal-turn encourage players
to share diverse perspectives and identify their own blind spots
(e.g., dimensions they might have overlooked entirely). As a result,
players may reflect not only on their own failures but also on the
broader space of possible hypotheses, gaining discursive momen-
tum for shared learning and extended reflection. This mechanism
expands players’ awareness of prompting variability and default
misalignment (RG1, RG2), and reinforces that inconsistencies are
not just model-driven but also human-perceptual (RG3).

Repeated exposure for abstraction and transfer learning.

The multi-round structure of ImaginAItion allows players to en-
counter a wide range of prompt-image scenarios across different
categories (as in Table 2), enabling them to recognize patterns in
model behavior that persist beyond a single example. The final
scoreboard makes this reflective revisiting explicit, by presenting a
cumulative view of prompt choices, outcomes, and scores across
all rounds. Allowing players to Revisit their failed prompts in
quick-draw experiments also adds to the repeated exposure. This
mechanism functions as a killcam, which helps players move from
individual failures to more general insights about how and when
GenAI systems tend to misalign with human intent, and promotes
reflections on prompting strategies to reduce failures.

3.3 Game Implementation

We implement ImaginAItion as a web-based multiplayer appli-
cation using OpenAI’s gpt-image-1 API, with structured logging
of prompts, images, and gameplay actions. The system architec-
ture consists of a FastAPI backend with WebSocket support for
real-time synchronization and a React frontend built with Vite. The
core image generation uses gpt-image-1 API (which doesn’t sup-
port temperature or seed parameter, and we directly pass player’s
prompt to the model without anymodification), processing requests
asynchronously through ThreadPoolExecutor to handle concurrent
API calls. Each game session consists of 6 rounds with prompts

https://platform.openai.com/docs/guides/image-generation?image-generation-model=gpt-image-1
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Table 1: Mapping core mechanisms in ImaginAItion to game stages and Reflective Play elements in [54].

Core mechanism Reflective Play mapping

Constrained prompt

in prompt, score
Questioning → Self-Explanation: players commit assumptions about what the model will “fill in” when anticipating
model behaviors to their short prompt.

Structured contrast

in prompt,vote,reveal
Disruptions→ Narrative Twist: expectation–output mismatches create cognitive conflict;
Disruptions→ Confrontation: cross-comparisons expose suboptimal or misaligned choices;
Slowdowns→Weighting Mechanics: generation delays sharpen expectations;
Slowdowns→ Lingering Defeat: untimed review supports analyzing failure before retry;
Questioning→ Hypothesis Testing: quick-draw enables targeted prompt edits for probing.

Multi-player review

in vote, reveal
Enhancers→ Social Discourse: peers’ prompts/images surface blind spots;
Enhancers→ Explicit Encouragement: prompt for discussion that support transformative reflection.

Repeated exposure

in multi-round, reveal
Revisiting→ Killcam: looking back at prompt failures supports reasoning and improvement;
Revisiting→ Reflective Revisiting: cumulative results reveal persistent patterns.

Table 2: Text-to-Image GenAI’s failure and success behaviors in different categories. Note that one prompt may fit to multiple

categories. E.g., “Holding baby” demonstrates both Bias (Biological) and Body Parts capacity.

Category Under-specs Default behavior Example prompt and behavior Ex. image

Bias

(Demographic)

Underspecify demographic
factors like race and ethnicity

Defaults to majority /
stereotypical demographics

“A man” tends to default to a white man with
short beard

Bias (Cultural)

Underspecify cultural
behaviors of people or cultural
elements

Defaults to cultural stereotypes
“An exotic building” defaults to non-Western
temple; “A birthday party” generates
western-style birthday setup and food

Bias (Biological)
Underspecify biological factors
like age, sex/gender, disability

Defaults to historical gender
roles or stereotypes

“CEO” defaults to middle-age white male;
“Holding baby” defaults to portray a woman and
a baby

Realistic style

Underspecify style and
uncommon request of abstract
concepts / adjectives

Defaults to photo-realism
“A pretty cow” tend show abstract or
anthropomorphic concepts such as “pretty” and
“sad” in realistic styles and can be hard to interpret

Category Challenging-specs Model behavior Example prompt and behavior Ex. image

Common

co-occurrence

Uncommon prompt reliant on
negation or syntax parsing

Autocorrects to frequent
patterns

“A horse riding an astronaut” portrays an
astronaut riding the horse instead

Number &

spatial relation

Prompts specifying counts or
relative positions of objects

Fails to encode numbers or
distances

“There are three blocks. A little
further away, there are four yellow
blocks.” placed five blocks at back instead

Text
Prompts that triggers text
display

Used to be nonsensical, much
improved, but still may
misspell

“A birthday party” generates an image with
the text “HAPPY BIRTHDAY” spelled correctly

Body Parts

Prompts that include rendering
of human body parts such as
faces and fingers

Used to be very distorted,
much improved, but complex
fingers may still be difficult

“Holding baby” generates a woman holding a
baby and the body parts like arms, hands and
faces look mostly realistic

randomly selected from categorized pools (cultural, demographic,
biological, co-occurrence, realism, and spatial & numerical), with
the order randomized across categories. Based on our deployment,
running 10 sessions costs approximately $50, so around $5 API call
every 6 rounds of gameplay for 3 people. Each round can generate

up to 9 images (3 players × 3 images each), totaling a maximum of
54 images per session, with each generation taking approximately
30 seconds.

For prompt processing, we implement real-time token counting
using the tiktoken library with gpt-4o encoding, providing players



ImaginAItion : GenAI Literacy Game Conference’17, July 2017, Washington, DC, USA

with immediate feedback on prompt length through the frontend
display (with 300ms debouncing for performance). During the re-
veal phase, we highlight overlapping tokens between the original
prompt and player-written prompts to draw attention to salient
factors and prompt interpretation patterns. Game state synchroniza-
tion uses Socket.IO WebSockets ensuring sub-second latency for
turn progression and voting updates. We maintain comprehensive
structured logging using Python dataclasses, capturing all game
events including timestamps, prompt text with token counts, im-
ages with success/failure generation states, voting patterns, and
round-by-round scoring breakdowns.

3.4 Insights on GenAI Reflective Games

through Iterative Prototyping

We conducted 10+ iterations of prototyping for ImaginAItion
through pilot studies and playtests from low- to high-fidelity to col-
lect feedback and ensure that our game mechanics and interface are
usable and engaging, and our game will stay relevant despite fast-
changing GenAI capabilities. This involved multiple game concepts
that anchored on different game and persuasive design theories
(embedded design [24], dual-process theory [20], the reflective play
framework [54]), adopted different interaction modalities (such as
drawing or writing on screen or paper) and core gaming mecha-
nisms (inspired by existing popular party games like Telestrations
[58], Caution Signs [66], Drawful [66], and Pictionary [11]), and
powered by different backend AI engines (DALL-E [59], GPT-4o
[60], Meta AI [53]). Here we highlight some key insights on proto-
typing reflective games where GenAI is involved, and we discuss
the effect of our design choices in the study results (Section 5).

Selecting multi-dimensional game examples to stay com-

patible to AI updates. Earlier versions of our game [48] used
one-to-one prompt mappings to highlight specific model limita-
tions, e.g., “skinny man and muscular woman” targeted gender
bias (Meta AI generatedmuscular man and muscular woman instead,
as of Fall 2024). However, these single-focus prompts often con-
strained discussions to narrow points, and quickly became outdated
as models evolved (the above example was no longer revealing for
GPT-4o in Spring 2025, which reliably produces skinny man and

muscular woman). To encourage more robust and future-proof in-
sights, we curated game prompts that span multiple types of model
limitations — those that are persistent, likely-fixable, or already-fixed,
as shown in Table 2.

Persistent issues stem from the training data itself, such as demo-

graphic bias (e.g., cultural defaults to stereotypes) or realism bias

(e.g., style defaults to realism). These are hard to fully eliminate, as
they reflect entrenched societal or cognitive patterns. Likely-fixable
and already-fixed limitations arise from the model architecture
or training process. For instance, older models like DALL-E often
generated garbled text or distorted limbs due to “late fusion” limita-
tions [5]. GPT-4o, with its “early fusion” and native multimodal de-
sign [71] enhances cross-modality reasoning which resolves many
of these, and continued scaling may soon address more current
issues like complex spatial reasoning [80]. By designing prompts
that surface multiple types of limitations, we enable both diagnosis

of current issues and recognition of evolving capabilities. For example,
the prompt “holding baby” surfaces a Biological Bias (persistent),

while also confirming that GPT-4o no longer struggles with Body

Part generation (already-fixed). We carefully select a set of origi-
nal prompts across categories to create disruptions that surface
different model behaviors when compared with their generated
original images. We hope that such multi-dimensional approach
fosters more nuanced understanding of GenAI behaviors and leaves
room to observe and track improvements over time.

Hypothesis testing and self-explanationunder constrained

freedom. A core challenge in designing reflective gameplay for
GenAI systems is the open-ended nature of natural language prompt-
ing. Unlike structured domains, unconstrained prompts make it
hard to define meaningful hypotheses, guide their formation, or
evaluate their strength. In early iterations, we experimented with
varying levels of player freedom. At one extreme, players had full
control over prompt difficulty, designing a challenging prompt for
the next player in a Telestrations-style mechanism [58]. This setup
implicitly encouraged hypothesis testing and self-explanation, as
players had to anticipate the model’s interpretation. However, gen-
erating prompts from scratch proved too cognitively demanding,
and the resulting prompts were often not diagnostic – the space
was too unconstrained for structured reflection to reliably emerge.

At the other extreme, we tested highly structured, fill-in-the-
blank prompts (similar to Caution Signs [66]). These constrained
hypothesis formation were too trivial for modern models, and could
not achieve our aforementioned need of exposing diverse model
limitations and capacities. We ultimately converged on a “prompt
reverse engineering” task like Drawful [22], but added a key con-
straint tomake the prompt as short as possible. This design preserved
hypothesis-testing and self-explanation dynamics while bounding
the prompt space and encouraging players to reflect on models’
default behaviors. Rather than guessing the exact original prompt,
players vote on which prompt generated the most faithful image,
shifting emphasis from exact word overlap to representational ade-
quacy. Our key hypothesis behind this design is that this constrained
format still fosters rich, thought-provoking hypotheses and supports

meaningful testing and refinement of mental models.
Designing interaction modality and AI roles to center hu-

man reflection. Recognizing the general-purpose nature of AI, we
iterated on both its role and the activity modality to find configura-
tions that best support reflection. We observed that having AI act
as a player (e.g., generating or guessing prompts alongside humans)
created distributional mismatches that players quickly detected,
often shifting their focus away from prompt engineering toward
identifying the AI, which suppressed the type of social discourse
we hoped to foster. While these mismatches were problematic for
AI-as-players, they also revealed an important insight: both AI and
human players rely on stereotypes when interpreting prompts and
images, but do so differently. We reframed this as a reflective oppor-
tunity — encouraging players to confront not just model defaults,
but also their own assumptions and communication strategies.

Similarly, having the AI act as a rater introduced a second axis of
opacity and distraction: players focused on reverse-engineering the
AI’s scoring logic rather than engaging with its image-generation
behavior. We also tested variants using hand-drawn sketches, simi-
lar to traditional Pictionary [11], but found that the drawing modal-
ity shifted the reflection toward artistic skill or role dynamics (e.g.,
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who is the “better” drawer), which diluted focus on GenAI reason-
ing. Our final design eliminates these confounds, centering a single
source of uncertainty: the GenAI image generator. This structure
reduces extraneous variation and ensures that reflective compar-
isons center on model behavior and human strategies, rather than
cross-modality or role-switching confusion. Importantly, this de-
sign assumes that even in single-use image generation tasks, the

model can produce enough visible Disruptions — failures, biases,

inconsistencies — to spark meaningful discussion.

4 GAME STUDY

In line with “playtesting with a purpose” [10], we conduct an ex-
ploratory playtest to evaluate both system usability and gamemech-
anism effectiveness. Specifically, we aim to assess whether players
achieve our reflection goals (Section 3.1) and whether core assump-
tions in ImaginAItion’s design choices hold (Section 3.4); for ex-
ample, whether our selected examples help players diagnose issues
and track evolving capabilities, constrained prompting still fos-
ters diverse hypotheses, and limited GenAI involvement produce
meaningful disruptions. We also aim to reflect on emerging player
strategies that may inform future iterations of game design and
educational interventions.

4.1 Study Procedure

We conducted gameplay sessions with 10 trios (n=30), each included
pre- and post-surveys, gameplay, and group interviews. The study
was conducted in 60-minute Zoom sessions with three participants
each, who were compensated with a $15 Amazon Gift Card for
participating in the study. Please refer to Section A for our complete
study materials. Each session includes the following phases:

• Pre-survey (5 minutes): Participants provide demographic in-
formation, rate their familiarity with text-to-image GenAI tools
and confidence in 7-level Likert Scale questions, and describe
their past prompting strategies and current understandings of
GenAI behaviors (mapped to our reflection goals in Section 3.1)
in open-ended questions, e.g., “How does GenAI depict the num-
ber and position of objects in images?” We included reflection
questions for all the persistent, already-fixed, and likely-fixable

GenAI behaviors involved, to check whether players have up-
to-date understandings of GenAI and whether the game also
updates their understandings of positive model capacities. More
pre-survey and post-survey questions are in Section A.2.

• Tutorial and Gameplay (45 minutes): Participants complete a
3-minute tutorial on how to play ImaginAItion without time
constraints to familiarize themselves with the game mechanics
and interface. Participants then play six full rounds of the Imagi-
nAItion web game (7 minutes each, as described in Section 3.2),
one round per category for demographic bias, biological bias, cul-
tural bias, realistic style, co-occurrence, and number and spatial
relationships (examples in Table 2). The specific original image
and original prompt for each round are randomly chosen from a
pool and randomly ordered.

• Post-survey and Interview (10 minutes): The gameplay is fol-
lowed by a semi-structured interview facilitated by the researcher
(e.g., “How did interacting with other players and seeing their

prompts influence your own approach?”). Participants then com-
plete a post-survey with game feedback questions and similar
open-ended and Likert Scale questions to the pre-survey, which
help capture changes towards our reflection goals.

4.2 Participants

We recruited 30 adults for the study (ages 18-53, 25.4 ± 6.2). Across
participants, self-rated familiaritywith text-to-imageGenAI1 showed
a wide spread (4.6 ± 1.7) ranging from 1 (not at all) to 7 (extremely
familiar), and 13 participants fell into the novice category (self-rated
familiarity score ≤ 4). This distribution created natural variation
in how players engaged with the game and reflected on GenAI
behavior for us to analyze.

We intended to reproduce a real-life party game setup so we
mostly recruited for authentic friend groups. If there are not three
friends signed up for the study, we add a random player to the
pair, or group three individual players together. The friend group
compositions (see Table 3) reflect diversity across friendship status,
demographics, and baseline expertise, providing varied perspectives
in collaborative reflection.

4.3 Method

4.3.1 Data Collection. To understand participants’ experiences,
prompting behaviors, and reflection outcomes, we collect various
forms of data from all phases of the study to serve different study
purposes:

• In-the-moment play data (logs of prompts, votes, images gen-
erated, and audio transcripts of the play sessions): capture how
players interact with the game and with each other and the re-
flections happening during the game.

• Post-play reflections (post-survey and semi-structured inter-
view transcripts): reveal whether players made sense of the game
and articulated shifts in understanding of GenAI behaviors.

• Pre–post comparisons (pre-survey vs. post-survey): tracewhether
reflection extends beyond the game context, producing evidence
of transformative reflections toward our reflection goals.

4.3.2 Data Analysis. We conducted an open coding process [73], it-
eratively and reflexively developing codes from participants’ pre–post
survey responses and interview transcripts. Following the a hybrid
of deductive and inductive thematic analysis approach [7, 21], we
refined a codebook to capture players’ understanding shift after the
gameplay. One author coded the pre- and post-survey responses
for players’ reflection outcomes. We also draw evidence from dis-
cussion scripts and interaction logs to derive qualitative insights
regarding participants’ gameplay patterns, mental models, and un-
derstanding of GenAI towards our reflection goals (Section 3.1).

Given the relatively small number of participants (n=30 across
10 groups), our analysis focuses primarily on qualitative insights
rather than statistical generalization. We emphasize thematic pat-
terns, illustrative examples, and pre–post shifts in understanding
to capture the depth and variety of participants’ reflections. While
quantitative items provide supporting context, the small sample size

1pre-survey Likert Scale question: “On a scale of 1-7, how familiar are you with text-
to-image generative AI tools?”
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Table 3: Group composition of friendship status, expertise, and player demographics. Demographic factors include age, gender,

race, sexual orientation, and home language.

# Friend? Novice? Player 1 (Gx-P1) Player 2 (Gx-P2) Player 3 (Gx-P3)

G1 Friends+
Stranger

Mostly novice 24, Gender queer, Black, Queer,
English (Novice)

29, Woman, East Asian, Straight,
Mandarin (Expert)

22, Woman, East Asian, Straight,
Mandarin (Novice)

G2 Friends All expert 24, Woman, White/ Hispanic, NA,
English/Spanish (Expert)

23, Woman, East Asian, NA, Eng-
lish/Mandarin (Expert)

24, Man, East Asian, Straight, Man-
darin (Expert)

G3 Strangers All novice 24, Woman, East Asian, Straight,
Spanish/Mandarin (Novice)

20, Woman, East Asian, Straight,
Mandarin (Novice)

53, Woman, East Asian, Straight,
Mandarin (Novice)

G4 Friends Mostly novice 33, Man, White, Straight, Eng-
lish/French (Novice)

23, Man, Black/White, Gay, English
(Expert)

26, Woman, East Asian, Straight,
Mandarin (Novice)

G5 Friends All expert 24, Man, East Asian, Bisexual, Man-
darin (Expert)

29, Woman, East Asian, Straight,
Mandarin (Expert)

24, Man, East Asian, Gay, Mandarin
(Expert)

G6 Friends All expert 23, Woman, South Asian, Straight,
English/Hindi (Expert)

22, Man, South Asian, Bisexual,
English/Hindi (Expert)

23, Man, South Asian, Straight,
English/Hindi (Expert)

G7 Friends+
Stranger

Mostly novice 18, Woman, East+South Asian, Les-
bian, English (Novice)

18, Woman, South Asian, NA, Eng-
lish/Hindi (Novice)

23, NA, East Asian, NA, Eng-
lish/Mandarin (Expert)

G8 Friends All expert 23, Man, South Asian, Straight,
English/Hindi (Expert)

24, Man, South Asian, Straight,
English/Hindi (Expert)

23, Man, South Asian, Straight,
English/Hindi (Expert)

G9 Friends Mostly novice 28, Woman, East Asian, Straight,
Mandarin (Expert)

28, Man, East Asian, Straight, Man-
darin (Novice)

29, Man, East Asian, Straight, Man-
darin (Novice)

G10 Strangers Mostly novice 24, Man, South Asian, Straight,
English/Hindi (Novice)

25, Woman, Southeast Asian,
Straight, Thai (Novice)

28, Man, South Asian, Straight,
English (Expert)

means that findings are best interpreted as exploratory evidence
rather than conclusive measurement.

5 GAME STUDY RESULTS

5.1 RG1: Constrained prompting calibrates

players’ model understanding by inducing

GenAI disruptions; more so when they

generate spot-on hypotheses

ImaginAItion improved calibration around understanding GenAI
behaviors and capacities. Our analysis revealed that gameplay sup-
ported shifts in participants’ understanding of GenAI, which we
categorized using a codebook of reflection outcomes (see Table 4
for the definition, description, and example survey quotes).

Our reflection outcome codebook is organized as a 3 × 3 tran-
sition matrix of understanding states (Figure 2a), where the rows
represent participants’ initial, pre-game understanding (flawed un-
derstanding, no understanding, or calibrated understanding) and the
columns represent their final understanding after gameplay. Each
cell corresponds to an outcome code (e.g., flawed understanding→
calibrated understanding = Aligned). This structure makes it pos-
sible to see how participants understandings improved, remained
unchanged, or declined through gameplay.

In our coding scheme, a flawed understanding includes outdated,
overly positive or negative, or vague responses. A participant might
offer an imprecise, overly generic statement such as “GenAI does
well to do this” (G8-P2), or claim that “GenAI doesn’t seem to be able
to grasp the concept of text in images, instead it seems to view them
as pictures, and so often in text in AI generated images, you may see

a series of lines and shapes that resembles a word, but isn’t actually
one.” (G7-P1), which reflects good understanding but ignores recent
model improvements on text rendering. By contrast, a calibrated
understanding reflects a more nuanced or conditional statement,
often with concrete examples or more accurate descriptions of
SOTA model’s capacities. For instance, “GenAI is very biased at the
start but the guard-railing and de-biasing has become much better
now. Subtle biases may still exist.” (G6-P1) shows specificity and
recognition of both capability and limitation.

5.1.1 Constrained prompts surface model defaults and supported

overall positive and transformative reflection outcomes.

As shown in the transition matrix and bar chart (Figure 2), 94% of
the participants’ understandings either stayed the same or changed
for the better (i.e., excluding Misaligned and Regressed). Overall,
73.8% of understanding outcomes landed in calibrated states, asmost
participants either retained a correct understanding (Confirmed)
or shifted toward a more nuanced one (Aligned or Enlightened).
Indeed, when directly asked whether the game helped improve their
understanding of text-to-image GenAI’s behaviors during the post-
survey (1 = not helpful at all, 7 = extremely helpful), participants
rated the game as highly effective (5.7 ± 0.9). And their self-rated
confidence in understanding GenAI’s behaviors (1 = not at all con-
fident, 7 = extremely confident) also increased by about one point
from the pre-survey (4.2 ± 1.6) to the post-survey (5.1 ± 1.2).

Specifically, our game’s short prompt mechanism facilitated

the understanding of model default behaviors to “fill in the

blank.” For example, G10-P3 observed “how the model would as-
sume things and also how much detail the models could fill in with



Conference’17, July 2017, Washington, DC, USA Ma, et al.

Pre / Post Flawed No Calibrated

Flawed Uncorrected
(14.6%)

Uncertain
(1.5%)

Aligned
(19.6%)

No Misaligned
(5.0%)

Uninformed
(3.5%)

Enlightened
(13.6%)

Calibrated Regressed
(1.0%)

Undermined
(0%)

Confirmed
(41.2%)

(a) Pre–post transition matrix of reflection outcomes. (b) Overall distribution of reflection outcome codes.

Figure 2: Pre- to post-game reflection outcomes in participants’ flawed/no/calibrated understandings of GenAI behaviors,

visualized in (a) Transition matrix showing how understandings shift pre- to post-game, and (b) Distribution across all

participants. Note that completely empty or unrelated responses are discarded from analysis.

little detail provided to it.”GenAI image generation also brought

sufficient Disruption and Slowdown: G7-P1 described the wait
time during image generation as a “suspenseful moment” and is
fun “like gambling” when the generated images go against players’
expectations. We observed a lot of playful “aha” and “ohno” mo-
ments of cognitive dissonance, either when the players see images
generated from their own prompts, or when they see the revealed
original-prompt. For example, when G10-P3 entered the prompt
of “A white cis male with a brown beard smiling with a
blue t shirt in a portrait picture” and the original prompt
was revealed to be simply “A man” (see Table 2), he reacted with
surprise: “Oh my god, it’s just a man!” This moment of dissonance
set the stage for an organic group discussion and hypothesis testing

during quick-draw, where participants reflected and experimented
together on how the model represents demographic defaults:

G10-P3: I feel like it’s too generic for us to reproduce
it with the same prompt.
G10-P2: Just a man, then I’m curious how a woman

would look like.
G10-P3: Ok I experimentedwith aman, and it’s kind of
just giving the same kind of man – t-shirt, in between
stubble and a beard, and a comb-over. Very traditional
features of a man. And then a woman is just ... very
stock, if anything. I don’t know how to describe it.
G10-P1: Yeah, more images like this might be labeled
as a man, or more likely to be labeled as a man.

A similar episode of reflection happened during quick-draw for
the round with original prompt “holding baby” (Figure 3). After
seeing the very brief original prompt, players were inspired to try as
short as possible prompts, which further expose model default bias,
and these reflections carried over into their post-game discussions:

G7-P2: I did it in one token — I just wrote mother.
And it’s pretty similar, I’m not gonna lie. I could have
just put mother, and it would have been better than
whatever my portrait of mother holding her baby
came up with. I guess mother is assumed to be, like,
you’re holding your baby.
G7-P3: The social role of a mother is relative to the
offspring that she produced. What?

(later in post-game interview)
G7-P1: I was also surprised — when G7-P2 prompted
just mother, the baby also appeared.
G7-P2: Oh yeah. And like, it didn’t think of any other
stage of child — not even a toddler, middle schooler,
or high schooler. It was just baby. It defaulted.
G7-P1: I wonder if you prompt father if a baby would
appear. I would guess no, I feel like. . . it’s going based
off of what’s stereotypical, unfortunately. It would
probably only put the baby with the mom.
G7-P3: Yeah, that’s not very common. I haven’t seen
a lot of that either online or in real life.

ImaginAItion also effectively triggered transformative re-

flections that resonate with players even outside of the game-

play. The multi-round gameplay and the different prompt cate-
gories help expose repeated patterns of stereotypical defaults as evi-
dence that themodel embeds systematic biases, which Enlightened
players to reflect on their expectations for GenAI and social

constructions of bias in human society. For example, in the
pre-survey, G5-P1 described that he did not know the mechanism
of how GenAI depicts sociocultural elements in images and did
not mention potential bias. In the post-survey, G5-P1 commented
that there are “many stereotypical things, such as race, skin color,
clothing, and even gender”, and he reflected:

GenAI is so problematic. But then I wonder — isn’t
this precisely a reflection of human ways of thinking?
For example, if we want to express something “Chi-
nese,” wouldn’t a human painter also draw a Chinese
knot? GenAI is merely replicating the flaws of human
thinking. After all, culture itself is a product of social
construction.

5.1.2 Various prompt categories surface different model behaviors,

but some categories are easier to reflect on than others due to repeated

exposures and discoverability.

As shown in Figure 4, prompt categories varied in effective-
ness (e.g., realism and co-occurrence had much more Uncorrected
or Misaligned than others; number & spatial also yielded more
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Table 4: Codebook of reflection outcomes (understanding shifts) from pre-post survey analysis.

Code Definition Description Example(s)

Part 1: Ending with calibrated understandings.

Enlightened
(No→
Calibrated)

Develop a more accu-
rate, nuanced under-
standing from a base-
line of “I don’t know.”

Often seen in novices who start recognizing system-
atic bias patterns or identifying clear capabilities and
limits of GenAI. Baseline is no understanding or gives
an answer/example that is irrelevant.

Co-occurrence (G6-P1): “I don’t know”→ “it does make
some mistakes eg. the horse and astronaut case.”
Cultural (G3-P2): “I don’t know” → “leaning to the
western culture and perceptions.”

Confirmed
(Calibrated
→
Calibrated)

Accurate, nuanced
prior understanding
remains stable.

Common among experts whose correct understanding
is reinforced or unchanged; gameplay provides no
contradictory evidence.

Demographic/Biological (G6-P1): “... the guard-railing
has becomemuch better now. Subtle biasesmay still exist.”
→ “still biased/contains default concepts of people.”

Aligned
(Flawed→
Calibrated)

Correct an earlier mis-
conception or specifies
an overly generic state-
ment.

Sweeping claims are replaced with nuanced, condi-
tional statements; outdated views are updated to SOTA
capacity; or vague generalizations become specific.

Text (G3-P2): “not good, can be alien language” → “fair,
only good if it is something simple.”

Part 2: Ending with no or flawed understandings.

Misaligned
(No →
Flawed)

From “I don’t know” to
an overly positive/ neg-
ative or incorrect claim.

Often stems from overgeneralization of a single game-
play example, or misattributing a limitation (e.g., ex-
pecting the model to infer unspecified text, then call-
ing that a failure).

Number & Spatial (G6-P2): “I don’t know” → “really
well (consider flower round).”
Text (G3-P3): “I don’t know.” → “Not very well... you
need to tell GenAI exactly what the text is on the paper
criminal holds.”

Regressed
(Calibrated
→ Flawed)

Previously nuanced re-
sponse becomes over-
simplified or extreme.

Nuanced recognition of limitations gets glossed over;
post answers lose the nuances and are vaguer, or
sweeping. May reflect fatigue, shallow recall, or over-
generalization from gameplay.

Number & Spatial (G6-P3): “GenAI has mathematical
and spatial reasoning weakness. . . simple relationships it
is able to understand, but not complex.”→ “I felt it does
that pretty accurately in terms of numbers and position...”

Uncorrected
(Flawed →
Flawed)

Incorrect understand-
ing persisted or is
updated to another in-
correct understanding.

Not complete novice to be Misaligned. Game did not
provide strong contradictory evidence to correct mis-
understanding, or have shifted the misunderstanding
to another wrong direction.

Text (G7-P1): “GenAI doesn’t seem to be able to grasp
the concept of text in images ... resembles a word, but
isn’t actually one.”→ “isn’t good at displaying actual text
... it tends to just create shapes that imitate letters.”

Uninformed
(No→ No)

Remain at “I don’t
know.”

Suggests disengagement, lack of exposure, or insuffi-
cient examples during gameplay.

Co-occurrence (G1-P3): “I don’t know”→ “not sure.”

Undermined
(Calibrated
→ No)

Lose confidence in a
previously accurate un-
derstanding.

Nuance collapses into “I don’t know.” May occur when
gameplay confuses participants or destabilizes prior
knowledge.

(No example observed.)

Uncertain
(Flawed →
No)

Abandon a flawed
understanding without
forming replacement.

“I don’t know” replaces an incorrect claim. Recognize
that prior belief was wrong but no evidence to rebuild.

Realism (G10-P1): “Too unrealistic”→ “Not sure.”

Regressed understandings). This disparity likely stems from dif-

ferences in exposure frequency. Although each category is con-
ceptually distinct, bias-related prompts share thematic similarities
and appear more frequently together. This repetition helped players
detect recurring default behaviors.

In contrast, more idiosyncratic prompts potentially lead play-
ers to form overgeneralized conclusions based on a single salient
instance. As shown in Table 4, expert G6-P2 initially answered “I
don’t know” but later concluded “really well (considering the flower
round)” for the number & spatial relationship question, overgener-
alizing from a single case that he perceived as positive, while the
model correctly depicted three flowers in the foreground but failed
to produce exactly 17 flowers in the back as specified in the original
prompt. Both of the Regressed understanding cases (Figure 2b) are
caused by ignoring model’s degraded performance on object counts
> 10, as the experts’ initially nuanced understanding of limited

model capacity got overshadowed by a seemingly positive example
when they did not pay attention to the bigger number count.

In addition to the limited exposure, the original-prompt se-
tups for realism and co-occurrence may also be harder to discover

(i.e., the targeting hypothesis is less easy to form). For example, the
prompt “a pretty cow” was designed to reveal the model’s de-
fault style to realism when handling abstract concepts like “pretty”
(Table 2), but this behavior only becomes salient if contrasted with
a stylized variant such as “a pretty cow in pictionary style”.
For “A man”, we could easily present the short original prompt in
reveal-turn, and players may experience cognitive dissonance con-
trasting the added demographic information in their own prompts.
For realism, players did not add stylistic descriptions if the orig-
inal image is a realistic animal, as humans and the model seem
to share the same default. We also used the stylized variant as
our original-prompt, hoping that our game encouraged players
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Figure 3: G7-P2’s quick-draw experiment to reduce the prompt length using just “mother”. The reproduced image is considered

more similar to the original image than her prompt “portrait of mother holding her baby”.

Figure 4: Reflection outcomes distribution across prompt

categories.

to shorten prompts and drop stylistic elements to expose such
contrasts. However, players showcased different preferences in
prioritizing votes or avoiding length penalty, and our scoring
mechanism did not motivate everyone to “gamble” with very short
prompts. For example, out of four groups that encountered the origi-
nal prompt “friendship as a simple drawing”, only one player
(G1-P2) tried to drop the stylistic requirements in their prompt
“friendship”, which generated a realistic photo of people. There-
fore, G1 is the only group where players’ reflection outcome on
realism ended in calibrated understandings, while the other groups
did not observe such juxtaposition and were mostly Uncorrected.

These cases illustrate how flawed understandings can arise

when limited exposure leads participants to extrapolate too

broadly, when the prompt setups need greater attention to

details, and when opportunities to surface model behaviors

rely on player behaviors — a phenomenon we further reflect on
in Section 5.4. For more robust reflection and learning [37], future

games should include enough exposure in each prompt category
and offer more consistent scaffolding to make all categories of
model behavior discrepancies easy to observe (Section 6.2).

5.2 RG2: Multi-party review helps players

reflect not only on human-AI default

mismatches, but also human-human ones

ImaginAItion highlights both human–AI and human–human per-
ceptual differences in prompt and images with our prompt and vote
mechanisms. As G3-P2 described, our game helped her “understand
how others see the same image and describe it (very differently) and
AI’s limitations in understanding instructions.” Together, these re-
flections show that ImaginAItion helped surface both mismatches
between human and AI perception and differences among humans
themselves, making visible the subjective judgments that usually
remain hidden in individual use of GenAI.

5.2.1 Players are more self-aware of human-AI mismatches.

Our constrained prompting mechanism not only left space for
GenAI to fill-in-the-blank (as mentioned above), but also helped
players to becomemore self-aware of their expectations when

writing a prompt, and how that mismatched with reality. On
the one hand, players became more self-aware of their own and
the AI’s salience models on what must be said — “What I think is
important isn’t in the original prompt” (G5-P2). This made players
reflect on their strategy approaching model defaults. Some decided
to lean more into exploiting them (e.g., G1-P3: “At the beginning
I described as detailed as possible, but later I began to think what
is really necessary”), while others expressed skepticism on over-
guessing the model’s default and reaffirmed their preference for full
specification. In G7-P3’s case while reproducing “holding baby”,
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all the details that he deemed important turned out to be default
behaviors that the model display; he reflected:

Initially I also wanted to just say, like, mom holding
baby. But I feel like that’s really underspecifying the
elements of the image—the studio lighting, the po-
sitions of the mom and the baby, the colors of the
clothes... it just so happens that the image generated
is in a studio environment, but that isn’t guaranteed
across generations. My personal preference was to
specify everything I see.

On the other hand, players also got exposure to ambiguities

and misinterpretations in salient keywords. For example, G10-P1
attempted to reproduce the image of the original prompt “There
are 4 stars. A little farther away, there are 14 stars.”
using a keyword “starry night”, expecting natural scenes; the AI
instead generated Vincent van Gogh’s painting, revealing to them
howAIs and humans have differences onwhat’s themost salient, de-
fault interpretation of the same phrases. Similar unexpected linkage
was also observed in name-celebrity mapping: Inspired by G5-P3’s
prompt “Steve” to reproduce “A man”, G5-P1 tried “David” and
“David selfie” during quick-draw, which turned to Michelan-
gelo’s sculpture (the later even holds a phone in hand).

In reaction to such observed mismatch, some players tried to
guess the AI’s default, which further prompted them to reflect on
their own biased perceptions on the AI biases. For example,
G0-P3 reflected, “The moment where I thought models will give me
a middle-aged White male CEO as default to CEO is insightful to
me, because it helps me reflect on my own implicit biases.” Similarly,
G2-P1 noted how they all specify “diverse children” to reproduce a
prompt which was simply “a birthday party”, which revealed
that they all “felt the need to specify that to an AI, meaning we
expected AI to be biased toward homogeneity.”

5.2.2 Players are more self-aware of the ubiquity of mismatches.

Multi-player “collaborative reflection” and voting — our social dis-
course features — turned out to be a key catalyst for identifying
mismatches not only among human-AI but also human-human.
As players were encouraged to articulate and compare the reasons

behind their similarity judgments in reveal-turn, they were made
aware how different players prioritized different features – some
focused on background, others on style, pose, facial structure, the
placement of objects, etc. For instance, G6-P1 judged that two gen-
erations of “A criminal” looked “completely different” because
the numbers on the placard did not match, even though the fa-
cial structure, expression, and style were largely consistent, and
other players in her group would consider the images to be similar.
“Trying different prompts for the same target picture with peers”
especially helped, as G4-P3 commented, “it is interesting how peo-
ple focus on different features and use different language styles.”
Similarly, “post-round discussions was very enjoyable for digging
into peers’ insights.” (G7-P3)

Access to peer comparison helped players get more complete
perspective on biases they were not aware of, e.g., “When my team-
mate put "Steve", it generated a white guy” (G5-P2), as well as the
source of the bias — a participant in the pilot acknowledged how
their own background influenced their perception directly: “When
I looked at the rocket scientist picture, I was clearly biased. When I

saw the white coat, I immediately thought of my dad, then thought
of a doctor, and I completely missed the rocket part. But the fact
that you thought the rocket was more prominent – that’s your bias.”
(G0-P1) Such diversity allowed players to conceptualize biases as a
ubiquitous concept they should be aware of throughout, not just
a side effect that only exists in models: “Models, and also humans,
have stereotypes. Need to control more explicitly” (G0-P2). The
differences also prompted players to consider human-human and
human-AI differences: “If you’re very good at describing it to a
human, would it be the same when you’re describing it to a model?”
(G2-P2) These insights suggest that a promising direction in the
future is to lean into human-AI and human-human comparisons,
especially around explaining how various biases actually stem from
human-generated data (Section 6.2).

5.3 RG3: Hypothesis testing paired with GenAI

randomness prompts players to balance

model consistency vs. inconsistency

Throughout the gameplay, we observed emerging strategies from
players to explore diverse ways of prompting, which is supported by
different gamemechanisms. For example, ImaginAItion’s reveal-turn
enabled prompt comparisons; extra attempts in quick-draw enabled
hypothesis testing to test assumptions and iterate on previously
failed prompts by specifying more or less details. It also provided a
safe space for risk-averse players to gamble without score penal-
ties. As a result, players reflected deeply on the unpredictability of
GenAI models, and nevertheless developed prompting strategies
for negotiating such non-determinism as well as the model defaults.

5.3.1 ImaginAItion highlight both the GenAI consistency and in-

consistency.

By encouraging players to regenerate images with alternative
prompts, ImaginAItion exposed players to the GenAI randomness,
and fostered reflection on both the unpredictability and the

broader opacity of how models operate:

This game simulates the process from prompts to im-
ages, and then users generate images again through
their own prompts. ... before I understood the pro-
cess from prompts to images as one-way, but now it
feels more like a two-way relationship. This is quite
fascinating, because it further makes me realize that
prompts themselves are messy, which highlights the
black-box nature of generative AI, and this may even
deepen my concerns about genAI. (G5-P1)

Interestingly, players noticed and were particularly surprised by
the dual nature of generative models – at times surprisingly

consistent, at other times highly variable and inconsistent.
As G7-P2 noted, “This game showed me what stereotypes GenAI
usually defaults to. However, it also showed that even giving the
AI the same prompt might result in different images.” During the
game, players can observe that using the same prompt — even
very short, underspecified prompts — sometimes produced highly
similar images (e.g., “A man” consistently yielding a White man
in a blue t-shirt, “An Asian woman” consistently generating an
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East Asian women in a brown t-shirt), yet at other times produced
noticeably different results.2

Following up on this somewhat conflicting observation, some
experts expressed desires for more rigorous experimentation

to validate their observations and understand model’s con-

sistency vs. inconsistency.While our quick-draw encouraged
exploratory hypothesis testing by giving each player two attempts
to try alternative prompts, some experts pointed out the limits of
drawing conclusions from such small sample sizes. For example,
G10-P3 asked about the temperature parameter of the model and
noted “I feel like if I were to reprompt this 10 times, I would expect
more variants ... not everybody has a beard or a comb-over.” Sim-
ilarly, G7-P3 reflected, “Across six rounds, we generated 18 base
images together, which is a very small sample size. I’m surprised by
the consistencies of the short prompts, either when G7-P1 gambles
and it pays off, or when I play it safe using Quick Draw. I know
generated images are often very stereotypical, but I don’t know if
I’m just overfitting.” Our playtest limited the number of exposures
to keep the study time manageable, but we do agree that for GenAI
reflection more demonstrative samples would help better reveal
the probabilities nature of these models.

5.3.2 ImaginAItion helps players develop prompting strategies to

mitigate human–AI differences.

Despite being surprised by GenAI (in)consistency, players devel-
oped prompting strategies for negotiating such non-determinism
as well as the model defaults. As we asked about lessons learned
from the game in the post-survey, 20 out of 30 participants talked
about prompting, and four themes were most prominent:
• Be specific to override defaults and explicitly specify necessary

details. E.g., “I’m justified in using a greater degree of specificity
in my prompts. My mental model of which details to make
explicit is also changing.” (G2-P1)

• Gamble with concise prompts to exploit model defaults and
biases. E.g., “There are moments when it’s good to be more
specific vs not – you have to play to AI’s biases.” (G2-P2)

• Iterate with multiple attempts to converge on the desired result.
E.g., “You probably can’t avoid iterative prompting to get what
you want most times.” (G1-P1)

• Contrast prompts to isolate discriminative features and test as-
sumptions. E.g., “I understood how different parameters (amount
of descriptions, details, model default behaviors) affected out-
puts.” (G6-P2)
Players also self-rated to bemore confident in their ability to craft

useful prompts: their perceived ease of creating effective prompts
improved by about one point from pre-survey (4.0 ± 1.5) to post-
survey (4.9±1.4) on a 7-point scale (1 = not at all easy, 7 = extremely
easy). As G7-P1 remarked, “I have a better understanding now of
how generative AI works! I think that if I were to use generative AI
to create images after playing this game, I would be able to generate
images that more closely match my intended goals.” Follow-up
studies can be done to track if players’ prompting strategies actually
changed in real life after exposure to gameplay (Section 6.2).

2Note that in generative models, certainty is typically regulated by the temperature or
random seed variable. However, the image model we used during the game did not
support temperature or random seed control (as described in Section 3.3).

Figure 5: Reflection outcomes distribution by expertise.

5.4 Social Impact: the group reflection quality is

bounded by the players

Previous sections all highlight the effectiveness of ImaginAItion’s
core mechanisms. But as hinted in Section 5.1.2, the player distri-
bution impacts how effective the reflections in ImaginAItion can
be. Here, we further zoom into the social discourse, highlighting the
importance of player expertise and dynamics.

5.4.1 Showing examples shifted understandings, but how much it

shifted depends on the players’ self-rated expertise.

We seemore nuances of the understanding shifts in the breakdowns
by expertise. As shown in Figure 5, experts showedmore Confirmed
(42%) and Uncorrected (19%) outcomes, which may suggest that
self-rated experts have firmer beliefs than novices that are

harder to challenge. While experts do get Aligned from misun-
derstandings, that’s typically because they get to update their

outdated understandings of model capacities and behaviors.
For example, G2-P1 reflected that “Models are even more biased
than I already knew them to be.” Similarly, G4-P2 reflected that
“The game made me understand the advancing capabilities of AI,
which I had not previously understood to be so advanced.”

In comparison, novices showed more Enlightened (25% > 14%)
and Uninformed (10% > 1%) reflection outcomes. They may gain
new insights and ground their understandings in the examples we
provided in game — pre- to post-game, novices included 12% more
concrete examples in their survey responses. For example, before
gameplay, G1-P3 had no understanding over GenAI’s behavior in
portraying demographic information, but in post-survey, she is
able to draw from a concrete example in game: “in the Dr Li round,
GenAI use asian people to reflect a people naming Li”.

However, the gamemay also fail to inform novices, especially
on challenging categories like co-occurrence and realism. In fact,
both experts (6%) and novices (7%) risk becoming Misaligned, fail-
ing to distinguish single-example overgeneralization from pattern-
based calibration when they begin with no understanding of GenAI
behavior (elaborated in Section 5.1.2).

5.4.2 Party game is good for engagement, but reflection thorough-

ness depends on the group composition.

We adopted the multi-player party game mechanism to foster
social discourse, as G9-P1 put it, “It’s fun to play/learn together with
friends (or literally anyone) to unlock blind spots.” However, the
depth of reflection our game enabled was shaped by group compo-
sition and its social dynamics. While no conclusions can be made
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due to small sample size, we found that diverse groups may get
more enriched perspectives when playing such reflective game.

For example, we observed different cases where women in co-ed
groups questioned gendered representations and tested on their
hypotheses during quick-draw, such as when G10-P2 and G2-P2
asked how “a woman’ would look after seeing the “A man” prompt,
or when G7-P1 wondered whether prompting father would also
generate a baby (Section 5.1.1; Figure 3). In her experiment, G2-P2
commented on her subjective perception that the woman seems
more attractive than the man generated using very brief prompts,
and she hypothesized about the role of group diversity in enabling
deeper reflection: “If you had a group that was not co-ed or like a
bunch of bros and their bros, versus girls and their girls — would
they notice enough to point it out?”

We also observe cases where more homogeneous groups may
miss opportunities to interrogate model bias. For instance, G8 (three
South Asian men) did not remark on the White male default in
“A man” during or after the game, and G8-P2 got Misaligned by
saying “GenAI does well to do this” in the post-survey. Similarly,
G9 (co-ed but three East Asians) also encountered the prompt “A
man”; however, their discussions focused on how G9-P3’s prompt
“Caucasian man” was very accurate rather than on model bias,
with post-survey responses such as “it performed not bad. I use
Caucasian man to describe white man, and it shows well” (G9-P3)
and “pretty accurate (e.g., white Caucasian man)” (G9-P1). However,
it might be because therewas not enough dissonance for participants
to comment on model’s Western-centric views. In another round
where the original image for “Startup founder giving ted
talk” portrays an Indian man, G8-P3 expressed surprises:

G8-P3: I mean, to be honest, this is the first time I’m
seeing a model that, by default, if you put in a startup
founder, it looks like an Indian guy. Normally I’d ex-
pect a White man, because that’s what most of the
images are trained on. But I guess this model has been
trained on different data.
(Trying the original prompt in Quick Draw)
G8-P3: I tried again, it gave me the image I originally
imagined, like a White guy in front giving a TED talk.
Yeah I was really surprised that the first one showed
someone brown.

As G2-P1 put it, “To what extent each of us can sniff those things
out, and then understanding the social dynamics around that is very
interesting.” Our findings suggest that reflection was influenced
by the group composition and how willing participants were to
voice and challenge assumptions. While our sample size is small,
the contrast between groups points to a broader implication: diver-
sity amplifies the effectiveness of reflective play. Future work
(Section 6.2) can explore how to add support mechanisms to the
game to ensure the discussions benefit from diverse perspectives.

6 DISCUSSION AND FUTUREWORK

6.1 Design Implications for GenAI Literacy

Games

Design for the fast progressing AIs. A recurring challenge
we faced in designing ImaginAItion is keeping them relevant amid

the rapid advancement of GenAI models, as noted in Section 3.4. In
fact, even during our own playtest study, we observed noticeable
model improvements within days: on Saturday, the model struggled
to generate four or five cubes accurately (Table 2), yet by Monday
it could consistently count accurately for numbers under ten. This
highlights a crucial design implication: GenAI literacy games –
and GenAI tools more broadly – should not rely on specific model
limitations, as these gaps are actively being closed by developers. In-
stead, we should focus on more generalizable insights aligned with
the model’s growing ability to follow instructions. To that end, we
chose to emphasize constrained prompting that reveals model fail-
ures with under- or ambiguous instructions – issues unlikely to be
resolved through incremental updates, since underspecification
is a fundamentally human trait [9, 49].

Looking ahead, we speculate that games that draw players’ at-
tention to the potential negative impact of their increasingly more
extensive (and likely not more careful) AI usage [14] would offer
more lasting value, e.g., how user-granted access affects a model’s
invasiveness, or how degrees of personalization (through memory
modules of AI agents) trade off output helpfulness against risks of
information leakage. Insights from learning sciences and the future
of work can help pinpoint such observation venues most relevant
to real-world use [41, 70].

Accommodate related and tensioned concepts. Our study
surfaced GenAI concepts that feel paradoxical in practice – most
notably the pull between consistency and inconsistency in model
behavior (Section 5.3). Such apparent contradictions often arise
because different training signals shape different capabilities, mak-
ing it hard for players to form a single, coherent mental model.
Yet encountering these contrasts during gameplay is productive: it
calibrates expectations and highlights the probabilistic, composite
nature of GenAI systems. There are also many other tensions, for
example, models can be acutely sensitive to some details but not oth-
ers [65], and they may produce persuasive Chain-of-Thought expla-
nations while overlooking changes to critical reasoning steps [40].
Future games could deliberately curate such cases across rounds to
scaffold comparison and hypothesis-making.

Moreover, we found that reflections often extended beyond
model behavior into human dimensions, e.g., human bias, peo-
ple’s perceptions of model bias, and even meta-biases about human
assumptions (Section 5.2.2). We observed players spontaneously
interrogating these connections, which fostered rich insights about
the social shaping of GenAI, such as how human biases influence
model development and how increased awareness can support eth-
ical prompting practices. Designing for such entangled reflections
— between human and AI, between normative and descriptive be-
haviors — can lead to more nuanced GenAI literacy outcomes.

Towards more effective coverage in the unlimited AI hy-

pothesis space. Multi-player review is a core mechanism we use
to address the vast input-output space of GenAI. By comparing
peer inputs, we aim to uncover blind spots and foster more com-
prehensive hypothesis formation and testing (Section 3.1). While
effective in our playtests (Section 5.2), we found that exploration of
the hypothesis space remained partial and, more importantly, the
depth, accuracy, and diversity of reflections were often bounded
by individual differences and group dynamics (Section 5.4). Some
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groups failed to identify specific behavioral patterns we intention-
ally seeded (Section 5.1.2), while others diverged in interpretation
despite encountering the same examples. For example, G3 derived
split views on model’s number and spatial reasoning ability, and
G6 participants completely overlooked counting-related patterns.

To support more consistent reflective outcomes, we may de-
velop more deliberate exploration mechanisms of the hypothesis
space. One potential direction is dynamic in-situ monitoring of
player reflection, enabling the system to select subsequent exam-
ples that challenge or contrast with underdeveloped assumptions.
Additionally, deliberate pairing or grouping strategies may improve
hypothesis diversity. For instance, matching players based on di-
versifying demographic backgrounds (Section 5.4.2) might broaden
exploration on model bias, or differing tolerances for AI uncertainty
(Section 5.2.2) might facilitate richer discussion on succinct versus
overly detailed prompts tradeoffs. We also observed complemen-
tary hypothesis testing styles: some players explored contrastive
inputs (e.g., “a man”→ “a woman”), others reproduced the original
prompt, and some were less inclined to test hypotheses at all. Lever-
aging such diversity may help deepen collective understanding.

6.2 Limitations and Future Work

Design directions. ImaginAItion fostered valuable reflections
on GenAI bias, defaults, and prompting strategies. To deepen this,
future designs can vary both the game mechanism and the pow-
ering GenAI models. For example, we may adopt more deliberate
game mechanisms like AI voting, human drawing, prompt iteration,
adversarial mechanics (e.g., creating challenging prompts/images
for others, riffing on others’ prompts), or team-based play. In our
game, we instantiate GenAI with the specific gpt-image-1, but
our design lessons and mechanism can be generalized to other
GenAIs. Enabling players to use and choose models with different
capacities such as DALL-E may further open doors for in-depth
understandings over different GenAI’s limitations and strengths,
as also suggested by G6-P1 and G6-P3.

Scaling up: Long-term and diverse play context. In our
playtest, we have seen promising patterns reflecting shifts toward
a calibrated understanding from pre- to post-game, as well as out-
come differences among various group compositions. However,
constrained by the sample size and qualitative methods, we did not
attempt to use pre–post survey design to measure learning gains in
a traditional sense, or detect significant effects for these patterns. It
would be interesting to scale up the study in various ways:

(1) To detect sustained changes in prompting behavior or GenAI
beliefs, longitudinal studies would be required, as multiple prac-
tice opportunities are often necessary to consolidate knowledge
[37]. Here, allowing systematic experimentation of prompt failure
modes [46] or embedding explicit instructions for prompt engineer-
ing [49] and hypothesis construction [50] could enrich extended
play sessions. Such designs would allow us to observe how players
refine hypothesis testing (Section 5.3.1) and prompting strategies
(Section 5.3.2) if given more opportunities. (2) To capture whether
composition of players exhibit different patterns, groups could be
systematically composed as a controlled variable. For example, by
intentionally varying the number of experts vs. novices, demo-
graphic diversity and intersectionality, incentivizing different play

strategies. (3) Aside from temporal and social group constraints,
our study was also limited to fixed trios of adults playing over
Zoom. Exploring in-person or larger group play could surface new
dynamics, while multilingual gameplay may improve accessibility
– some participants already used native languages to better express
themselves during our study.

Broader applications: Data generation for ML research.

Beyond education, scaled-up versions of ImaginAItion could sup-
port ML research by generating rich datasets of natural language
prompts, corresponding GenAI outputs, and human judgments
of similarity or quality. These datasets could complement exist-
ing corpora like Google’s Quick Draw [26], supporting tasks such
as image regeneration [75], prompt-based image captioning, or
perceptual similarity benchmarking. For example, our gameplay re-
vealed dimensions humans find salient — like style and background
(Section 5.2.1) — suggesting the potential to surface emergent hu-
man priors around visual similarity. With more structured data
collection, such as controlled comparisons and attribute annotation
(e.g., gender, occupation), the game could help isolate key per-
ceptual discriminators. Moreover, integrating automated metrics
like CLIP with human judgments could enable hybrid evaluation
pipelines, aiding perceptual similarity benchmark constructions
[75]. Repeated gameplay before and after major model updates may
also serve as a form of community auditing [15], surfacing whether
interventions to reduce bias or improve alignment actually change
how models behave in practice.

7 CONCLUSION

ImaginAItion is a party game designed to spark transformative
reflection on GenAI model behaviors. It blends playful competi-
tion with critical engagement, using game mechanics to surface
GenAI’s biases and inconsistencies, encourage social comparison
of perceptions, and support iterative prompting strategies — all
while remaining accessible and fun. In a game study with 30 par-
ticipants, we showed that structured play can effectively engage
both experts and novices in exploring GenAI’s defaults and limita-
tions. Our analysis offers insights of model and human behaviors,
and proposes design principles for sustaining AI literacy games
amid rapidly evolving technologies. By leveraging underspecifica-
tion, peer discourse, and iterative experimentation, ImaginAItion
fosters enduring reflection on the challenges of human-AI commu-
nication, beyond specific system failures. Future directions include
expanding to broader demographics and refining gameplay. More
broadly, we envision ImaginAItion as a reflective, accessible party
game that promotes lifelong AI literacy — engaging users and spark-
ing critical conversations well beyond the game itself.
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A GAME STUDY MATERIALS

A.1 Pre-Survey Only (Before Game)

GenAI Use and Familiarity.

(1) On a scale of 1–7 (Likert), how familiar are you with text-to-image generative AI tools? (1 = Not at all familiar, 7 = Extremely familiar)
(2) Have you ever learned prompting methods to enhance the performance of text-to-image generative AI? If so, briefly describe what

you have learned.

Demographics.

(1) What is your age?
(2) What is your gender identity?
(3) What is your race or ethnicity? (Select all that apply.)
(4) What is your sexual orientation? (Select all that apply.)
(5) What language(s) do you speak at home? (Select all that apply.)

A.2 Pre-Post Survey Shared Questions

Model Behaviors. Answer the following questions with your best understanding of text-to-image GenAI behaviors (we are not asking
about the underlying mechanisms, just what you think GenAI would do). If you have no idea at all, you can answer with "I don’t know".
Provide specific prompt examples if you can.

(1) How does GenAI depict people with different identities, demographics, and backgrounds?
(2) How does GenAI represent social and cultural elements in images?
(3) How does GenAI depict the number and position of objects in images?
(4) How well can GenAI display text within generated images?
(5) How well can GenAI show body parts like hands or faces?
(6) How does GenAI visualize abstract concepts like friendship in pictures?
(7) How does GenAI handle prompts that use uncommon word combinations or tricky syntax (e.g., negations, or understanding whether

an adjective applies to one object or another)?

Self-Assessment.

(1) On a scale of 1–7 (Likert), how confident do you feel in understanding default behaviors in text-to-image generative AI? (1 = Not at all
confident, 7 = Extremely confident)

(2) On a scale of 1–7 (Likert), how easy do you find it to create prompts that guide text-to-image generative AI to generate your desired
images? (1 = Not at all easy, 7 = Extremely easy)

A.3 Post-Survey Only (After Game)

Immediate Reflection and Game Feedback.

(1) What was your nickname during the game?
(2) On a scale of 1–7 (Likert), has this game helped improve your understanding of image-generative AI’s behaviors? (1 = Not at all

helpful, 7 = Extremely helpful)
(3) Briefly explain why this game helped or did not help.
(4) Any moment you found particularly enjoyable, interesting, or insightful during the game?
(5) What have you learned from this game, if any?
(6) Any time during gameplay that you felt uncomfortable or challenged?
(7) If you could change one thing about this game, what would it be and why?

A.4 Semi-structured Group Interview Questions

(1) How was your gameplay experience playing against other players? Did you learn anything from each other? How did interacting
with other players and seeing their prompts influence your own approach?

(2) Were you surprised by any generated images during gameplay? Did the AI-generated images match your expectations? Why or why
not?

(3) What strategies did you develop for prompting? Did your strategy change during the game, and if so, how?
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Figure 6: How to Play Description. Players can view the instructions on how to play the game with an overview of the prompting,

voting, and revealing turns along with the scoring mechanisms.
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