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1. Overview

We proposeto develop advancedparallel geometricand numericalalgorithmsand software for
simulatingcomplex flows with dynamicinterfaces. The developmentof scalable parallelhigh-
accurag algorithmsfor simulatingsuchflows posesnormoushallengesparticularlyon systems
with thousandsf processorsWewill usetheresultingtoolsto simulatebloodflow in artificial heart
devices. This applicationprovidesan excellenttestbedor the methodswe develop: simulation-
basedartificial organ designis extremely computationallychallengingand of critical societal
importance.

Flowswith dynamidnterfacesarisein mary fluid-solidandfluid-fluid interactionproblemsandare
amonghemostdifficult computationgbroblemsn continuummechanicsExamplesaboundn the
aerospaceautomotve, biomedical,chemical,marine,materials,andwind engineeringsciences.
Theseincludelarge-amplituderibrationsof suchflexible aerodynamicomponentgashigh aspect
ratio wings and blades; flows of mixturesand slurries; wind-induceddeformationof towers,
antennasand lightweight bridges; hydrodynamicflows aroundoffshore structures;interaction
of biofluids with elasticvessels;and materialsphasetransitionproblems. We are particularly
interestedn modelingthe flow of blood, which is a mixture of interactingsolid cells and fluid
plasma. Currentblood flow modelsare macroscopictreatingthe mixture as a homogeneous
continuum. Microstructuralmodelsresole individual cell deformationsand interactionswith
the surroundingfluid plasma. Becauseof the computationaldifficulties of resolvingtens of
thousandsf deformingcellularinterfacesno oneto datehassimulatedrealisticbloodflows atthe
microstructuralevel. Yetsuchsimulationsarenecessarin orderto gainabetterunderstandingf
blood damage—whichs centralto improvedartificial organdesign—andor the developmenif
morerationalmacroscopi®lood models.

Parallelflow solversonfixeddomainsarereasonablyvell understoodin contrastsimulatingflows
with dynamicinterfacesis muchmoredifficult. The centralchallengesreto developnumerical
algorithmsthat stablyandaccuratelycouplethe moving fluid and solid domainsandresole the
deforminginterfaces andgeometricalgorithmsfor evolving andmanaginghe resultingdynamic
particle/meshsystems. The associatedlynamicdatastructuresare particularly troublesomeon
highly parallel computerswhich are madenecessarnpy the compleity of mary applications.
Most currentmethodsapproachhe difficulties of dynamicinterfacesby computingthe flow ona
fixed,regulargrid. Theeffect of the dynamicinterfacesis thenincorporateceitherthroughsome
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type of constraintor force representinghe interface,or throughan auxiliary field variablethat

signifiesthe presencef fluid or solid materialat a spatialpoint. Parallelizingthesemethodss

relatively straightforvard, sincetheflow is computedn afixedgrid. However, theresultingfixed

resolutionis a seriousdisadwantagef onewantsto vary resolutionsharplywithin thegrid. Thisis

thecasefor examplewhenlocalinterfacialdynamicsarecritical, asin bloodflow or phasechange
problems.

Our approachs radically different. We will treatthe fluid and solid domainsas collectionsof

particleswith associatethesheshatevolveovertime,anddevisenumericablgorithmghatcouple
thefluid andsolid togetherseamlesslyWe will attackthe difficulty of generatingagndmanaging
a constantlyevolving mesh/particlesystemby creatingfundamentallynen highly parallel and
scalablealgorithmsfor thecorvex hull, Delaunaytriangulationmeshingpartitioning,andN-body
componentsQur preliminary2D work demonstratethattheresultinggeometriccomputationgan
be madevery cheapcomparedo numericalcomputations.Despitethe conventionalwisdomon

paralleldynamicmeshmethodswebelievethat—withcarefulattentionto fundamentadlgorithmic
issues—flav simulationson constantlyevolving domainscanbe madeto scaleto thethousandef

processorghatcharacterizenulti-teraflopsystems.

While microstructurablood flow modelingwill sere asour first application,the computational
algorithmsandsoftwarewe createwill be morewidely applicableto a variety of fluid—solidinter-
actionproblems.More generallythe coreparallelcomputationagjeometrykernels—cowex hull,
Delaunaytriangulation coarsening/refinemergartitioning,N-body—prwide genericsupportor
the geometriccomputationsunderlyingmary dynamicirregular problems. We will createand
publically distribute a portablelibrary of efficientimplementation®f thesealgorithms. Much as
thePETSdibrary hasgreatlysimplifiedthetaskof programmingparallelPDEsolversby providing
mary of thenecessarmumericalkernelswe envisionalibrary of parallelgeometrickernelsbeing
of greatbenefitacrossawide rangeof scientificcomputingproblemghatinvolve dynamicmeshes.

We have assemble@d multidisciplinaryteamthatcombinesCarngjie Mellon’s leadershipn com-

puterand computationakciencewith the University of Pittskurgh Medical Centers world-class
programin artificial organs. This projectwill supportll graduatestudentsanda group of un-

degraduates.Thesestudentswill be partof a new programat CMU in ComputationalScience
andEngineeringhatwe arein the processf establishing.The proposedrojectwill alsobe part

of that program,andwe believe will sene asan archetypeof how applicationscomputational,
computerandmathematicascientistsanwork togethetto tacklesocietalproblemghatcannote

addressedolelyfrom thevantageof ary onediscipline. Moreover, we intendto communicateur

work to the broadermublic (aswe have donein the past),in the processlemonstratingnow high

endcomputingcancontributeto improving the healthof our society

2. Motivating Application: Micr ostructural Blood Flow Modeling in Artificial Heart De-
vices

We will apply the geometricand numericalalgorithmsfor simulation of flows with dynamic
interfacego the problemof modelingbloodflow throughartificial heartdevices. This application
senesasanexcellenttestbedor two reasonsFirst, its extremecomputationatompleity results
in a needfor terascalecomputing,andwill tax our algorithms,software, and hardwareto their
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limits. Secondjt permitsusto contribute to a problemof greatsocietalimportance.Below we
begin by recallingsomeessentiabtatisticshighlighting an urgentneedfor prostheticorgans,and
somepreliminarywork alreadycompletedoy our bioengineeringeammemberspoth of which
motivatethe needfor more accurateblood flow modeling. We finish with a brief discussiorof
bloodflow modelsandindicatehow the proposedesearchs essentiafor their development.

2.1. The needfor simulation-basedartificial organdesign

Theshortageof donororganshasreachedalarminglevels. A recentarticlein the New York Times

proclaimsthat transplanforogramsin the New York region “virtually groundto a halt” in early

Januarydueto aprecipitousdropin donorg40]. TheUnitedNetwork for OrganSharingestimates
that the numberof Americansawaiting transplantatiorhasgrown to 60,000,0f whom 8% can

expectto die while waiting [40]. Despiterecentadvancesn suchprogressie therapiesastissue
engineeringtrans-speciegansplantatiorandgenetherapy, anartificial organrepresenttheonly

hopefor themajority of thesepatientdn theforeseeabléuture. As thepopulationcontinuego age,

notonly will thedemandor artificial organsincreasebut the devicesthemseleswill beexpected
to lastlongerandbe moreefficient.

Despitedecade®f researchandthe critical demandfor artificial organs,their developmenthas
progressect an unacceptablglow pace. It is insightful to compareand contrastthe designof
prosthetiorganswith thedesigrof aircraft. Bothrequiresophisticatefluid dynamiccomputations,
areexpensveto build andtest,andplacea premiumon safetyandreliability. However, theaircraft
industry hassophisticatednathematicabnd numericalmodelsthat facilitate the designof safe,
economicaéircraft,while theanalogousnodelsfor artificial organsarestill in anembryonicstage.
Significantresearchwill berequiredto developthenecessarynodels.Theresultingsoftwaretools
will allow extensve computationaltesting and optimization of proposeddesignsprior to the
initiation of expensve animalandclinical trials. The resultwill be a reductionin theincidence
of suboptimaldevicesenteringthe clinical trials phasewherefailureis catastrophi@andredesign
is not economicallyfeasible. Computemodelingwill not only reducethe designcycle time, but
provide greateiinsightinto the behaior of suchsystemsleadingto superiordesigns.

Thedevelopmentby our bioengineeringeammemberf a next-generatiorrotary artificial heart
assistevice (Figurela)demonstratethetremendougotentialof high-endsimulationin artificial
organdesign.Figurelbdepictstheresultsof designmprovementshatwereenabledy computer
simulation[7, 8]. A prototypeoftheimproveddesignvasimplantedecentlyin acow andexhibited
anorderof-magnitudeeductionin blooddamageomparedo a previousdevice. We couldnever
have achieved this performancemprovementwithout computermodeling. As importantasthis
milestonewas, muchsignificantwork remains: the simulationswere basedon a homogeneous,
Newtonianmodelof blood, which is a very simplified approximationof its true character Any
designto beusedn humansnustbebasednmorerealistichloodmodelsin orderto predictactual
flows andphysicaldamage.

2.2. Blood flow models

Bloodis fundamentallya comple, non-Nevtonianfluid-solid mixture (whichis why blood simu-
lationslag thosein aerodynamics)it consistsof deformablecellularbodies,primarily red blood
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Figure1: (a) Schematicof artificial heart device. (b) Initial and computer-optimized design,showing improve-
mentin flow field near surface. Electronic versionin color.

cells (RBCs), suspendedn an essentiallyNewtonian plasma. This is illustratedin Figure 2a,
whichdepictsbloodflow througha 12um arteriole. Theredbloodcellsareseverelydeformed—in
a hydrostaticstatethey assumehe shapeof axisymmetrichiconcae disks. Experimentalwvork,
employing cardiorasculardevicesunderphysiologicaloperatingconditions clearlydemonstrates
significantnon-Nevtonianbehaior of bloodflows[28, 32, 30].

Blood’s microstructureparticularlytheRBCs,givesriseto non-Nevtonianbehaior, including(1)
sheatthinning—dueo thebreakupof redbloodcell aggrgyatesatlow shearandthedeformatiorof
cellsathigh shearj2) viscoelasticity—du¢o two microscopianechanismsf storageandrelease
of enegy, namelycell deformationandcell aggreation,which contributeanelasticcomponento
therheologicalbehaiour of the suspension(3) sheafinducedanisotroy—dueto the elongation
andalignmentof cellswith the flow at high strainrates,therebydefininga “preferreddirection;”
and(4) magination—inhomogeneoudistribution of the cellular phasen the flow (for example,
depletionof redcellsneara solid boundary)

Our microscopicmodelwill represenblood asa suspensiorof highly deformable,aggrgable
red cells within a Newtonian, incompressiblenedium, the plasma. The cells will be modeled
asNewtoniangel-filled biconcae discoidsacculi,with finitely-deformingincompressiblelastic
membranesTheelasticpropertiesvill beobtainedexperimentallyby micropipetteaspiratior{34].

Theattractionlaws will bederivedfrom aforcebalanceconsideringhe bridgingforce causedy

macromoleculaadsorptior(like Velcro),repulsveelectrostati¢orce,andelasticsurfacetractions.
This modelwill requiremicroscopicexperimentaldata,to be performedat UoR, derived from

techniquepioneeredy Chienetal. [10, 9] andHealyetal. [15].

The resulting microstructuralnumericalsimulations,as illustratedin Figure 2b, will permita
rigorousaccountof non-Nevtonianblood behaior, andprovide anextremeexampleof the class
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(a) (b)
Figure?2: (a) Electron micrograph of blood flow in a 12um arteriole, showing interaction of cellswith surround-
ing plasmaand walls. (b) Numerical discretization of the fluid-solid mixtur e, using triangular finite elements
for the viscoelastiomembraneand interior viscousfluid of the cell and vortex particles (shavn subsampled)for
the plasma.

of dynamicinterfaceflow simulationswe targetin this proposal. Simulationslik e thesewill be
critical for modelingblood flow in regionsof hemodynamiaevicesin which clearancesreon
the orderof tensof cell diametersasin bearingsandrotor tips. Significantblood damagecan
occurin these“hot spots. Here,macroscopienodelsfail, andmicrostructuracomputationsare
bothnecessarandfeasible(on state-of-the-arsupercomputersd quantifyimportanteffects. An
exampleof suchregionsare the bladetips of the artifical heartdevice of Figure 1b, in which
the blade-statorclearancas of the orderof tensof microns. To resole the cell-plasma—blade
tip interactionsa computationalomaincovering200 x 200 x 25 RBCsis necessaryAdequate
spatialdiscretizatiorresultsin O (10 grid points,necessitatingnulti-teraflopcomputers.

Ontheotherhand,bloodflow modelingat the centimeteiscalesf the entiredevice in Figurelb

requiresmacroscopienodels sinceexplicit resolutiorof micron-scalenicrostructurdéor thewhole

deviceis bothundesirablendunattainablevenonteraflopcomputersMoreover, solutionsof the

macroscopienodelsdeterminanitial andboundaryconditionsfor microscopiomodelingof local

hot spotshaving lengthscaleson the orderof cell dimensions.Corversely macroscopiecnodels
(suchasmixture theories)dependon information(suchascell-plasmainterfaceforces,partition

of elasticandkinetic enepies, etc.) thatis extremelydifficult to obtainexperimentally In this

situation,microstructurablood flow modelscanprovide essentiadynamicdatafor development
of rationalmacroscopienodels,both for validationaswell assuggestinghe formsthey should
take.

Antaki and his collaboratorRajagopahave introducedrecentlya rigorousmacroscopicsingle-
phasecontinuummodelfor blood, predicatedn a generalizedDldroyd-B fluid thataccountgor
shea#thinning and shearhistory [43]. The microstructuralsumulationswe proposewill assist
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greatlyin validating how well this theory homogenizesnicrostructurabehaior. The groupis
alsodevelopinga macroscopienultiphaseblood model,basedon Rajagopak generalcontinuum
theoryfor mixturesof solid particulatesn aviscoudluid [19, 20,33,18,17]. Oneof thedifficulties
with this approachs thatthe fluxescouplingthe conseration laws for eachcomponenmustbe
specifiedhroughconstitutiverelations. Themicroscopianodelswve proposewill beindispensable
for estimationof thesequantities.

In additionto bloodflows modelsthe UoP Plshave beendevelopingbloodfailureandthrombosis
models.Antaki, Burgreen Kamen&a,andRajagopahave presentea particle-specifi¢ailurethe-
ory thataccountgor theexposurehistoryof anindividualcell [21, 42, 24]. In addition,significant
inroadshave beenmadeinto macroscopianodelingof agonist-mediateglateletactivation and
transporthroughthe useof coupledcorvective-diffusionlaws [36, 37, 39, 38]. In bothof models,
theavailability of dynamicmicrostructurakimulationdatawill proveinvaluablein assessinthese
models.

Significanteffort will bemadeto validatethebloodflow models.Wewill verify thatthey reproduce
importantfeaturesuchassheathinning,viscoelasticitycellmigration,etc.andwill calibratethem
with publisheddataandexperimentakesultsto be conductecat UoP. This experimentalprogram
leverage®therfundingsourcesincludingtheNIH andprivatefoundations Experimentafacilities
in our state-of-the-artaboratoryat the McGowan Centerinclude laserbasedflow visualization
[27, 25, 26], flow cytometry and plateletaggrgometry[41], blood rheometry[23, 22, 21], and
emeqging biocompatibility assaysfor thrombogenesisgoagulation,inflammation,and cellular
activation.

In conclusiontheproposednicrostructurasimulationsarenecessarfor understandingloodflow
dynamicsand damagein small-clearanceegions of hemodynamiaevices where macroscopic
theoryfails; for providing closuredataand validationfor mixture and other macroscopidiow
models;andfor developingmorerationalblooddamaganodels.In all thesecasesthe numberof
RBCscontainedn sufficiently largerepresentatie regionswill resultin upto the orderof billions
of grid points, placingthe simulationsamongthe largestCFD simulationsever attempted. The
needo resolheuptoamillion deformingcell-plasmanterfaceswithin thesdlows makesourtarget
simulationsmorecomplex andchallengingthanary flow problemwe areawareof, andcalls for
completelynovel algorithmsthatcanscaleup to parallelsystemawith thousand®f processors.

3. Parallel Algorithms for Simulation of Flowswith Dynamic Interfaces

Simulating fluids flows in domainswith deforming, dynamic interfacesis significantly more
difficult thandoing so on staticdomains. Yet numerousscientificandindustrialflow problems
involve the interactionof a fluid with a moving or deformingsolid. Many of theseproblemsare
sufficiently complex to requirehighly parallelsupercomputersyhich is particularlychallenging
dueto the needto scalablymanageand evolve the dynamicandirregular datastructures. New

fundamentaresearchin computerscienceand computationakciencewill be requiredto create
dynamic-inter&ceflow solversthatscaleto the multi-teraflopparallelsystemghatarebeginning
to comeonline at ASCl andNSF supercomputingenters.

Theusualapproactio solvingflow problemswith interfaceshatundego large motionis to relax
theideaof conformingto themoving interfacesandinsteacemploy aregular, fixedgrid throughout
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thedomain.Theeffectof theinterfaceis thenincorporatedhroughothermeans Notableexamples
aretheimmesedboundarymethod31], in whichinterfaceforcesappeaasbodyforcesin thefluid;
fictitiousdomainmethodd14], in which interfaceconditionsare satisfiedweakly with Lagrange
multipliers;level setmethod$35], in which thetransitionin asmoothlevel setfunctiondelineates
the interface; and volume-of-fluidmethods[16], which usea volume-fractionfield variableto
distinguishdifferentphases.The attractionof all of thesemethodss that meshesre staticand
neednot evolve, andthatfastsolversare possibleon theregular grids. The majordravback,on
the otherhand,is the resultingfixed spatialresolution,particularlydisadwantageoud oneneeds
to vary resolutionsharplythroughouthe domain.

A moreattractve option we are pursuingemploys purely Lagrangianmethodsn the fluid-solid

mixture. Since thesemethodsuse a particle-basedepresentatiorof field variables,and the

particlesfreely corvectwith theflow, themethodsareidealfor comple flow problemshatrequire
resolutionof moving boundariesandinterfaces.Furthermoresincethe adoptionof a Lagrangian
descriptioreliminategheconvectvetermin themomentunequationye needo solvejust Stokes-
like problemsat eachtime step,which simplifiesthe numericsconsiderably Finally, Lagrangian
methodsare naturally adaptve—meshpoints corvect and diffuse with the flow and naturally
concentrateén regionsof high vorticity.

However, a numberof computationakchallengesmust be overcometo realize the potential of
Lagrangianmethods. Their greatadvantage—thathe field approximationdiffusesandcorvects
with the flow—hasalso beenthe major barrierto their widespreadiuse, especiallyon parallel
computers.Whenthe approximations mesh-basedhe meshdistortswith the flow, leadingto
the needfor frequentretriangulationevenif the particlesremainwell-spacedandan additional
needto coarsen/refinghe particlesetif they do not. Dynamicunstructuredneshalgorithms—
thoseneededto coarsenyefine, retriangulate,and repartitionthe particle systemas it evolves
over time—areregardedas particularly difficult on highly parallelcomputers.Iindeed,the 1997
Petaflopflgorithmsworkshopassessetheprospect®f anumberof highperformanceomputing
algorithmsscalingto petaflopscomputers[29] (here we assumethe assessmenis valid for
multi-teraflopssystemsaswell). Algorithmswereclassifiedaccordingto Classl (scalablewith
appropriateeffort), Class2 (scalableprovided significantresearctthallengesareovercome)and
Class3 (possessingajorimpedimentgo scalability). The developmentof dynamicunstructured
grid methodgaswe propose)—includingneshgenerationmeshadaptatiorandloadbalancing—
weredesignatelass?, andthusposeasignificantyetwe believe achievable researclthallenge.
In contrast,static-grid PDE solvers (an example of which is flow solverson fixed grids) were
classifiedasClassl.

Lagrangianmethodsessentiallytrade off reducednumericalsolution difficulties for increased
geometriccompleity. Given the challengef paralleldynamicmeshalgorithms,the scarcity
of mesh-basedlagrangianmethodsis not surprising. Neverthelessthesemethodshave mary
desirablepropertiesandthe recentdevelopmentoy computersciencemembersof our teamof a
fastscalableparallel Delaunaytriangulationalgorithm[5, 6] encouragesis to pursuea parallel
mesh-basedlagrangianflow solver. The Blelloch—Miller et al. algorithmis a new divide-and-
conquerparallelalgorithmfor 2D Delaunaytriangulation. The algorithmis theoreticallyoptimal
in work, requirespolylogarithmicdepth,andis very efficient in practice. The mainideais to
usea divide-and-conquetechniquein which all the work of partitioningis doneon the divide
step,ascomparedo thestandardlivide-and-conqueechniquevhich doesthework onthemeige
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step. The adwantageis that our divide step,which is basedon a corvex hull, is mucheasierto
parallelizethan the standardmemge step, which involves sequentiallystitching the components
together The algorithmis alsovery efficient: for onemillion pointsin the highly non-uniform
Kuzmindistribution,for example |t runsin 4 second®n 64 processorsf aCrayT3D, ascompared
to 110 seconddor the bestsequentiaimplementatiorof Delaunaytriangulationwe could find.
Theideasin principleextendto 3D.

We have incorporatedthe Blelloch—Miller Delaunayalgorithm into an MPI-based2D parallel
dynamic-mesh_agrangiansolver for Navier Stokesflows [4]. Figure 3 shovs somesnapshots
from asimulation(on 16 processorsf a Cray T3E) of thebenchmarlproblemof vortex shedding
arounda cylinder. The basiccomputationakentitiesarethe particles,which move freely with the
flow. The particlesetis triangulatedat eachtime step,resultingin a completelynev meshand
completelynew partition of particlesonto processors(Contrastthis with mostparalleladaptve
PDEsolvers,whichmake incrementathangeso themeshandatmuchlargerintenals.) Particles
areremoved and added(i.e. the meshis coarsened/refinedd maintaina well-spacedcriterion
(leadingto quality mesheskandto satisfy errorbasedlocal maximumedgelengths. Sincethe
particledescriptions Lagrangiannewly insertedparticlesacquirevaluesof velocity andpressure
by simpleinterpolationon the currentmesh—theres no needto projectthe meshbackto that
of the previoustime step. Figure3 shaws fluid particlesandtheir correspondingneshesat early
(while theflow is still steady)andlate (aftertheinitiation of vortex shedding)ime instants.The
numberof particlesincreasesdy a factor of 3.3 over the courseof the simulation,and as can
be seen,particlestendto concentraten regions of high vorticity. Our codeis built on top of
the MPI-basedPETSclibrary for numericalsolutionof PDEs[1, 2, 3]. All component®f the
flow solver areparallel: particletransportfinite elementapproximationlinearKrylov solver and
preconditione(providedby PETSc)time stepperandcomputationajeometryalgorithmsgconvex
hull, Delaunaypartitioning,coarseningandrefinement).Timingsfor a problemwith a maximum
of 127,000unknovnsona Cray T3E revealthatthe computationagjeometrycomponentsonsume
lessthan5% of thetime, andthe codemaintains93% parallelefficiency (onthemaximumnumber
of processortheresolutionwarrants).AlthoughPETSowasdesignedor staticgrids,theseresults
suggesthatdynamicgrids canbe integratedinto its framework efficiently (in fact, we intendto
make our softwarelibrary callablefrom PETSc,thusmakingit availableto thousand®f current
andfuture PETScusers).

For this vortex sheddingoroblem,our Lagrangiandynamicmeshmethodis overkill; a fixedgrid
(Eulerian)methodsufficessincethe domainis not deforming. However, we chosethis example
becausat is a severe testof Lagrangianmesh-basednethods: the meshbecomeshopelessly
twistedanddistortedin the wake region unlessretriangulationis doneat eachtime step. These
proof-of-conceptresultsdemonstratehat with properattentionto algorithmdesign,the costof
creatinga completelynew meshat everytime step(including refining, coarseningtriangulating,
andpartitioning)canbemadesmallrelative to thenumericacomponents—contratg commonly-
held beliefs. Thus, the entire dynamic meshflow solver (including geometricand numerical
components3calesvell overareasonableangeof granularity

Fundamentatesearchn both numericalandgeometricalgorithmsis requiredto scalethe solver
up to 3D, to multiple solid bodiesinteractingwith a fluid, andto thousand®f processors.The
numericalalgorithmsresearchtaskwill build on our work on variationally-basedinite element
methoddor couplingfinitely-deformingelasticsolidsandviscousncompressibléuids, for which
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Figure 3: Parallel dynamic meshLagrangian flow solver. Particle distribution (a) and (b) and corresponding

mesh(c) and (d) at early and late time instants. Computations on Cray T3E at Pittsburgh Supercomputing
Center.

we have developedefficient domain-decompositiomethoddor solutionof the resultingcoupled
discretesystemsn 2D [11, 12, 13]. Extendingthe solversto 3D andto multiple solid bodies
will requiresignificantresearch For the geometricalgorithmscomponentthe majortasksareto
createandimplementthe 3D parallelcomputationaeometryinfrastructuresupportingdynamic
unstructuredneshes:corvex hull, Delaunaytriangulation,Delaunaycoarsening/refinemerdand
graphpartitioning. Again, fundamentaalgorithmsresearchs required.



References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

S.BALAY, W. D. GROPR L. C.MCINNES, AND B. F. SMITH, Efficientmanayemenbfparallelism
in object oriented numerical softwae libraries in Modern Software Tools in Scientific
Computing,E. Arge, A. M. Bruaset,andH. P. Langtangengds.,BirkhauserPress, 1997,
pp.163-202.

—, PETS.0uses manual Tech.Rep.ANL-95/11 - Revision 2.0.24,ArgonneNational
Laboratory1999.

—, PETSdchomepage. http://www.mcs.anl.gov/petsc , 1999.

G. BLELLOCH, O. GHATTAS, I. MALCEVIC, G. MILLER, AND N. WALKINGTON, A parallel
dynamianesh-basetagrangianmethodor incompessibleNavier Stolesflows in Fifth US
NationalCongres®n ComputationaMechanicsBoulder CO, Aug. 1999.

G. BLELLOCH, J. HARDWICK, G. MILLER, AND D. TALMOR, Designandimplementatiorof a
practical Delaunayalgorithm, Algorithmica,24 (1999),pp.243-269.

G. BLELLOCH, G. L. MILLER, AND D. TALMOR, Developinga practical projection-based
parallel Delaunayalgorithm, in Proceeding&CM Symposiunmon ComputationalGeometry
1996,pp.186-195.

G. BURGREEN J. ANTAKI, AND B. GRIFFITH, A designimprovemenstrategy for axial blood
pumpsusingcomputationafluid dynamicsASAIO Journal 42 (1996),pp. M354—-M360.

G. W. BURGREENAND J. F. ANTAKI, CFD-baseddesignoptimizationof a three-dimensional
rotary bloodpump in Proceedingsf the Sixth AIAA/N ASA/ISSMO Symposiunon Multi-
disciplinaryAnalysisandOptimization,AIAA, Septembef996.

S.CHIEN AND K. M. JAN, Redcell aggregationbymaciomoleculesrolesof surfaceadsorption
andelectiostaticrepulsion Journalof Supramoleculastructure 1 (1973),pp. 385-409.

S.CHIEN, K. M. JaN, AND S.UsAMI, Rolesof electiostaticrepulsiorandmedanicalshearing
in redcell aggregation, BibliothecaAnatomica, 13 (1975),pp. 93-94.

O. GHATTAS AND X. L1, A variational finite elementmethodfor nonlinearfluid-solidinter-
action and its sensitivityanalysis in Proceeding®f the Fifth AIAA/N ASA/USAF/ISSMO
Symposiunon Multidisciplinary AnalysisandOptimization,AIAA, Septembefl994.

—, A variational finite elementmethodfor stationarynonlinear fluid-solid interaction,
Journalof ComputationaPhysics,121(1995),pp. 347-356.

—, bomaindecompositioomethoddor sensitivityanalysisof a nonlinearaerelasticity
problem Internationalournalof ComputationaFluid Dynamics,11 (1998),pp.113-130.

R.GLOWINSKI, T. PAN, AND J.PERIAUX, Fictitiousdomainmethodg$or incompeessibleviscous
flow aroundmoving rigid bodies in The Mathematicof Finite Elementsand Applications,
JohnWiley & Sons,1996,pp.155-174.

10



[15] J.C. HEALY, Physicalmethodof measuringenegy in erythrocyteaggregation Biorheology
11(1974),pp.185-190.

[16] C. W. HIRT AND B. D. NicHoLs, Volumeof fluid (VOF) methodfor the dynamicsof free
boundariesJournalof ComputationaPhysics39 (1981),pp.201-225.

[17] J.HUMPHREY, Thermalmedanicsof mixtures MathematicendMechanci®f Solids,(1998).
In press.

[18] J.HUMPHREY AND K. RAJAORL, Finite thermoelasticityf constainedelastomes subjectto
biaxial loading, Journalof Elasticity, (1998).In press.

[19] G. JoHNSON Application of ContinuumTheoriesto Flows of Fluid—Solid mixtures PhD
thesis,Universityof Pittshurgh, Febh 1991.

[20] G. JOoHNSON M. MAssouDl, AND K. R. RAJAGOR\L, A review of interactionmedanismsn
fluid—solidflows Tech.Rep.DOE/PETC/TR-90/9.S. Departmenf Enegy, Pittshurgh
Enegy TechnologyCenter 1990.

[21] M. KAMENEVA, J. ANTAKI, H. BOROVETZ, B. GRIFFITH, K. BUTLER, K. YELESWARAPU,
M. WATACH, AND R. KORMOS On medianismsof red blood cell (RBC)traumain assisted
circulation To appeain ASAIOJournal 1995.

[22] M. KAMENEVA, J. ANTAKI, M. WATACH, H. BOROVETZ, AND R. KORMOS Heparineffecton
redbloodcell aggregation Biorheology 31 (1994),pp.297-304.

[23] M. KAMENEVA AND E. A. J.F. ANTAKI, Sheepnodelin thestudyof hemorheolgywith assisted
circulation: Effectof axial flow bloodpump ASAIO Journal (1994).

[24] M. V. KAMENEVA, H. S. BOROVETZ, J. F. ANTAKI, P. LITwWAK, W. J. FEDERSPIEL, R. L.
KORMOS AND B. P. GRIFFITH, Effect of perfluoiochemicalemulsionon hemorheolgy and
shearinducedbloodtrauma in OxygenTransporto TissueXVIIl, NemotoaandLaManna,
eds. ,PlenumPressNew York, 1997,pp. 383-390.

[25] J.KERRIGAN, J. ANTAKI, T. MAHER, AND F. SHAFFER, Quantitativemeasuementof steady
flowpatternsn a miniature axial flowbloodpumpusingfluorescentmage trackingvelocime-
try, in Proceedingsf ASME FluidsEngineerindivisionSummeiMeeting,Junel9-231994,
pp.155-160.

[26] J.KERRIGAN, F. SHAFFER, T. MAHER, T. DENNIS, H. BOROVETZ, AND J. ANTAKI, Fluorescent
image tracking velocimetry(fitv) of the nimhbus axipump in Proceeding®f the American
Societyfor Artificial InternalOrgans39th AnnualMeeting,1993,pp. M639—-M643.

[27] J. KERRIGAN, K. YAMAZAKI, R. MEYER, T. MoR|, Y. OTAKE, E. OuTtA, M. UMEZzU,
H. BOROVETZ, R. KORMOS B. GRIFFITH, H. KOYANAGI, AND J. ANTAKI, Particle track-
ing flow visualizationwithin an intra-ventricularaxial flow assistdevice, in Proceeding®f
3rd InternationalSocietyof RotaryBlood Pumps,1995.

11



[28] K. MANN, S. DEUTSCH J. TARBELL, D. GESELOWITZ, G. ROSENBERG AND W. PIERCE, An
experimentalstudyof Newtonianand non-Nevtonianflow dynamicsn a ventricular assist
device J.BiomechanicaEng,109(1987),pp.139-147.

[29] Thel997PetaflopsAlgorithmsWorkshopsummaryreport
http://www.hpcc.gov/cicrd/pc a-wg/ pal9 7.htm | .

[30] G.PANTALOS AND M. SHARP, Influenceof viscosityand pressue on prostheticvalveregurgi-
tation, Intl. J. Artificial Organs,16(1993),pp.151-154.

[31] C.PEeskIN, Numericalanalysisof bloodflowin theheart Journalof ComputationaPhysics,
25(1977),pp.220-252.

[32] M. PoHL, M. WENDT, AND D. LERCHE, Theinfluenceof rheolagical propertiesof testfluids
ontheflowpatterninsidetheartificial ventricle(typeRosto&) andin theaortic outflowtract,
in Biofluid Mechanics:Blood Flow in Large VesselsD. Liepsch,ed.,1989.

[33] K. RAGAGORL, Anintroductionto mixturetheory, in Mathematicatheoryin fluid mechanics,
PitmanResearciNotesin MathematicSeriesG. Galdi,J.Malek,andJ.Necasgds. vol. 354,
Longman,1996,pp.86-113.

[34] R.RAND AND A. BURTON, Medanicalpropertiesof theredcell membanei andii, Biophys-
ical Journal 4 (1964),pp.115-135303-316.

[35] J. A. SETHIAN, Theory algorithms,and applicationsof level setmethodsfor propagating
interfacesin ActaNumerical996,Cambridge1995.

[36] E.SORENSEN G.BURGREEN AND J.ANTAKI, Modellingof platelet-mediatethrombaenesis
Annalsof BiomedicalEngineering(1997),p. 305.

[37] E. SORENSEN G. BURGREEN AND J. ANTAKI, Simulationof platelet-mediatethrombaene-

sis in Proceedingsf BiomedicalEngineeringSocietyAnnual Fall Meeting,Octoberl0-12
1998.

[38] E. SORENSEN G. BURGREEN W. R. WAGNER, AND J. F. ANTAKI, Computationabnalysisof
plateletdepositiorandthromlusgrownonbiomaterialsin Proceedingsf AmericanSociety
of MechanicalEngineeringSummerBioengineeringConferenceBig Sky, MT, Junel6-20
1999.To appear

[39] E. N. SORENSEN G. W. BURGREEN W. R. WAGNER, AND J. F. ANTAKI, Computational
simulationof plateletdepositiorand activation Annalsof BiomedicalEngineering(1999).
Acceptedor publication.

[40] J. STEINHAUER, With suddendrop in donors, organ shortage worsens New York Times,
Januany?23,1999.

[41] W. WAGNER, Biochemicaland biophyscialmedanismsof mural thrombosison natural
surfacesPhDthesis Universityof Texasat Austin, 1991.

12



[42] K. YELESWARAPU, J. ANTAKI, AND K. RAJAGORL, A mathematicaiodelfor shearinduced
hemolysisArtificial Organs,(1995). To appear

[43] K. YELESWARAPU, M. KAMENEVA, K. RAJAGORL, AND J. ANTAKI, A generlizedOldroyd-B
fluid modelfor bloodi:steadyflows, Annalsof BiomedicalEngineering(1998). To appear

13



