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1. Overview

We proposeto develop advancedparallelgeometricandnumericalalgorithmsandsoftwarefor
simulatingcomplex flows with dynamicinterfaces. The developmentof scalable,parallelhigh-
accuracy algorithmsfor simulatingsuchflowsposesenormouschallenges,particularlyonsystems
with thousandsof processors.Wewill usetheresultingtoolstosimulatebloodflow in artificialheart
devices. This applicationprovidesanexcellenttestbedfor themethodswe develop: simulation-
basedartificial organ designis extremely computationallychallengingand of critical societal
importance.

Flowswith dynamicinterfacesarisein many fluid-solidandfluid-fluid interactionproblems,andare
amongthemostdifficult computationalproblemsin continuummechanics.Examplesaboundin the
aerospace,automotive, biomedical,chemical,marine,materials,andwind engineeringsciences.
Theseincludelarge-amplitudevibrationsof suchflexible aerodynamiccomponentsashighaspect
ratio wings and blades;flows of mixturesand slurries; wind-induceddeformationof towers,
antennas,and lightweight bridges;hydrodynamicflows aroundoffshorestructures;interaction
of biofluids with elasticvessels;and materialsphasetransitionproblems. We are particularly
interestedin modelingthe flow of blood, which is a mixture of interactingsolid cells andfluid
plasma. Currentblood flow modelsare macroscopic,treatingthe mixture as a homogeneous
continuum. Microstructuralmodelsresolve individual cell deformationsand interactionswith
the surroundingfluid plasma. Becauseof the computationaldifficulties of resolving tens of
thousandsof deformingcellularinterfaces,nooneto datehassimulatedrealisticbloodflowsat the
microstructurallevel. Yetsuchsimulationsarenecessaryin orderto gainabetterunderstandingof
blooddamage—whichis centralto improvedartificial organdesign—andfor thedevelopmentof
morerationalmacroscopicbloodmodels.

Parallelflow solversonfixeddomainsarereasonablywell understood.In contrast,simulatingflows
with dynamicinterfacesis muchmoredifficult. Thecentralchallengesareto developnumerical
algorithmsthatstablyandaccuratelycouplethe moving fluid andsolid domainsandresolve the
deforminginterfaces,andgeometricalgorithmsfor evolving andmanagingtheresultingdynamic
particle/meshsystems.The associateddynamicdatastructuresareparticularly troublesomeon
highly parallel computers,which are madenecessaryby the complexity of many applications.
Most currentmethodsapproachthedifficultiesof dynamicinterfacesby computingtheflow on a
fixed,regulargrid. Theeffect of thedynamicinterfacesis thenincorporatedeitherthroughsome
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type of constraintor force representingthe interface,or throughan auxiliary field variablethat
signifiesthe presenceof fluid or solid materialat a spatialpoint. Parallelizingthesemethodsis
relatively straightforward,sincetheflow is computedonafixedgrid. However, theresultingfixed
resolutionis aseriousdisadvantageif onewantsto vary resolutionsharplywithin thegrid. This is
thecasefor examplewhenlocal interfacialdynamicsarecritical, asin bloodflow or phasechange
problems.

Our approachis radically different. We will treat the fluid andsolid domainsascollectionsof
particles,with associatedmeshes,thatevolveovertime,anddevisenumericalalgorithmsthatcouple
thefluid andsolid togetherseamlessly. We will attackthedifficulty of generatingandmanaging
a constantlyevolving mesh/particlesystemby creatingfundamentallynew highly parallel and
scalablealgorithmsfor theconvex hull, Delaunaytriangulation,meshing,partitioning,andN-body
components.Ourpreliminary2Dworkdemonstratesthattheresultinggeometriccomputationscan
bemadevery cheapcomparedto numericalcomputations.Despitetheconventionalwisdomon
paralleldynamicmeshmethods,webelievethat—withcarefulattentionto fundamentalalgorithmic
issues—flow simulationsonconstantlyevolving domainscanbemadeto scaleto thethousandsof
processorsthatcharacterizemulti-teraflopsystems.

While microstructuralbloodflow modelingwill serve asour first application,the computational
algorithmsandsoftwarewecreatewill bemorewidely applicableto a varietyof fluid–solidinter-
actionproblems.Moregenerally, thecoreparallelcomputationalgeometrykernels—convex hull,
Delaunaytriangulation,coarsening/refinement,partitioning,N-body—providegenericsupportfor
the geometriccomputationsunderlyingmany dynamicirregular problems. We will createand
publically distributea portablelibrary of efficient implementationsof thesealgorithms.Much as
thePETSclibraryhasgreatlysimplifiedthetaskof programmingparallelPDEsolversbyproviding
many of thenecessarynumericalkernels,weenvisiona library of parallelgeometrickernelsbeing
of greatbenefitacrossawiderangeof scientificcomputingproblemsthatinvolvedynamicmeshes.

We have assembleda multidisciplinaryteamthatcombinesCarnegie Mellon’s leadershipin com-
puterandcomputationalsciencewith the University of Pittsburgh Medical Center’s world-class
programin artificial organs. This projectwill support11 graduatestudentsanda groupof un-
dergraduates.Thesestudentswill be part of a new programat CMU in ComputationalScience
andEngineeringthatwe arein theprocessof establishing.Theproposedprojectwill alsobepart
of that program,andwe believe will serve asan archetypeof how applications,computational,
computer, andmathematicalscientistscanwork togetherto tacklesocietalproblemsthatcannotbe
addressedsolelyfrom thevantageof any onediscipline.Moreover, weintendto communicateour
work to thebroaderpublic (aswe have donein thepast),in theprocessdemonstratinghow high
endcomputingcancontributeto improving thehealthof oursociety.

2. Moti vating Application: Micr ostructural Blood Flow Modeling in Artificial Heart De-
vices

We will apply the geometricand numericalalgorithmsfor simulationof flows with dynamic
interfacesto theproblemof modelingbloodflow throughartificial heartdevices.Thisapplication
servesasanexcellenttestbedfor two reasons.First, its extremecomputationalcomplexity results
in a needfor terascalecomputing,andwill tax our algorithms,software,andhardwareto their
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limits. Second,it permitsus to contribute to a problemof greatsocietalimportance.Below we
begin by recallingsomeessentialstatisticshighlightinganurgentneedfor prostheticorgans,and
somepreliminarywork alreadycompletedby our bioengineeringteammembers,both of which
motivatethe needfor moreaccurateblood flow modeling. We finish with a brief discussionof
bloodflow modelsandindicatehow theproposedresearchis essentialfor theirdevelopment.

2.1. The needfor simulation-basedartificial organdesign

Theshortageof donororganshasreachedalarminglevels. A recentarticlein theNew York Times
proclaimsthat transplantprogramsin the New York region “virtually groundto a halt” in early
Januarydueto aprecipitousdropin donors[40]. TheUnitedNetwork for OrganSharingestimates
that the numberof Americansawaiting transplantationhasgrown to 60,000,of whom 8% can
expectto die while waiting [40]. Despiterecentadvancesin suchprogressive therapiesastissue
engineering,trans-speciestransplantation,andgenetherapy, anartificial organrepresentstheonly
hopefor themajorityof thesepatientsin theforeseeablefuture.As thepopulationcontinuesto age,
notonly will thedemandfor artificial organsincrease,but thedevicesthemselveswill beexpected
to lastlongerandbemoreefficient.

Despitedecadesof researchandthe critical demandfor artificial organs,their developmenthas
progressedat an unacceptablyslow pace. It is insightful to compareandcontrastthe designof
prostheticorganswith thedesignof aircraft.Bothrequiresophisticatedfluid dynamiccomputations,
areexpensiveto build andtest,andplaceapremiumonsafetyandreliability. However, theaircraft
industryhassophisticatedmathematicalandnumericalmodelsthat facilitatethe designof safe,
economicalaircraft,while theanalogousmodelsfor artificialorgansarestill in anembryonicstage.
Significantresearchwill berequiredto developthenecessarymodels.Theresultingsoftwaretools
will allow extensive computationaltesting and optimizationof proposeddesignsprior to the
initiation of expensive animalandclinical trials. The resultwill be a reductionin the incidence
of suboptimaldevicesenteringtheclinical trials phase,wherefailureis catastrophicandredesign
is not economicallyfeasible.Computermodelingwill not only reducethedesigncycle time,but
providegreaterinsightinto thebehavior of suchsystems,leadingto superiordesigns.

Thedevelopmentby our bioengineeringteammembersof a next-generationrotaryartificial heart
assistdevice(Figure1a)demonstratesthetremendouspotentialof high-endsimulationin artificial
organdesign.Figure1bdepictstheresultsof designimprovementsthatwereenabledby computer
simulation[7,8]. A prototypeof theimproveddesignwasimplantedrecentlyin acow andexhibited
anorder-of-magnitudereductionin blooddamagecomparedto apreviousdevice. Wecouldnever
have achieved this performanceimprovementwithout computermodeling. As importantasthis
milestonewas,muchsignificantwork remains: the simulationswerebasedon a homogeneous,
Newtonianmodelof blood,which is a very simplified approximationof its true character. Any
designto beusedin humansmustbebasedonmorerealisticbloodmodelsin orderto predictactual
flowsandphysicaldamage.

2.2. Blood flow models

Blood is fundamentallyacomplex, non-Newtonianfluid-solidmixture(which is why bloodsimu-
lationslag thosein aerodynamics):it consistsof deformablecellularbodies,primarily redblood
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Figure1: (a) Schematicof artificial heart device. (b) Initial and computer-optimized design,showing impr ove-

ment in flow field near surface. Electronic version in color.

cells (RBCs), suspendedin an essentiallyNewtonian plasma. This is illustratedin Figure 2a,
whichdepictsbloodflow througha12� m arteriole.Theredbloodcellsareseverelydeformed—in
a hydrostaticstatethey assumethe shapeof axisymmetricbiconcave disks. Experimentalwork,
employing cardiovasculardevicesunderphysiologicaloperatingconditions,clearlydemonstrates
significantnon-Newtonianbehavior of bloodflows [28, 32,30].

Blood’smicrostructure,particularlytheRBCs,givesriseto non-Newtonianbehavior, including(1)
shear-thinning—dueto thebreakupof redbloodcellaggregatesatlow shear, andthedeformationof
cellsathighshear;(2) viscoelasticity—dueto two microscopicmechanismsof storageandrelease
of energy, namelycell deformationandcell aggregation,whichcontributeanelasticcomponentto
therheologicalbehaviour of thesuspension;(3) shear-inducedanisotropy—dueto theelongation
andalignmentof cellswith theflow at high strainrates,therebydefininga “preferreddirection;”
and(4) margination—inhomogeneousdistribution of thecellularphasein theflow (for example,
depletionof redcellsnearasolidboundary.)

Our microscopicmodelwill representblood asa suspensionof highly deformable,aggregable
red cells within a Newtonian, incompressiblemedium,the plasma. The cells will be modeled
asNewtoniangel-filled biconcave discoidsacculi,with finitely-deformingincompressibleelastic
membranes.Theelasticpropertieswill beobtainedexperimentallybymicropipetteaspiration[34].
Theattractionlaws will bederivedfrom a forcebalanceconsideringthebridgingforcecausedby
macromolecularadsorption(likeVelcro),repulsiveelectrostaticforce,andelasticsurfacetractions.
This model will requiremicroscopicexperimentaldata,to be performedat UoP, derived from
techniquespioneeredby Chienetal. [10, 9] andHealyetal. [15].

The resultingmicrostructuralnumericalsimulations,as illustrated in Figure 2b, will permit a
rigorousaccountof non-Newtonianbloodbehavior, andprovide anextremeexampleof theclass
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Figure2: (a) Electronmicrographof blood flow in a 12� m arteriole, showing interaction of cellswith surround-

ing plasmaand walls. (b) Numerical discretization of the fluid-solid mixtur e, using triangular finite elements
for the viscoelasticmembraneand interior viscousfluid of the cell and vortex particles (shown subsampled)for

the plasma.

of dynamicinterfaceflow simulationswe target in this proposal. Simulationslike thesewill be
critical for modelingblood flow in regionsof hemodynamicdevicesin which clearancesareon
the orderof tensof cell diameters,asin bearingsandrotor tips. Significantblood damagecan
occurin these“hot spots.” Here,macroscopicmodelsfail, andmicrostructuralcomputationsare
bothnecessaryandfeasible(onstate-of-the-artsupercomputers)to quantifyimportanteffects.An
exampleof suchregions are the bladetips of the artifical heartdevice of Figure 1b, in which
the blade-statorclearanceis of the orderof tensof microns. To resolve the cell–plasma–blade
tip interactions,a computationaldomaincovering200 � 200 � 25 RBCsis necessary. Adequate
spatialdiscretizationresultsin ��� 1010 � grid points,necessitatingmulti-teraflopcomputers.

On theotherhand,bloodflow modelingat thecentimeter-scalesof theentiredevice in Figure1b
requiresmacroscopicmodels,sinceexplicit resolutionof micron-scalemicrostructurefor thewhole
deviceis bothundesirableandunattainableevenonteraflopcomputers.Moreover, solutionsof the
macroscopicmodelsdetermineinitial andboundaryconditionsfor microscopicmodelingof local
hot spotshaving lengthscaleson theorderof cell dimensions.Conversely, macroscopicmodels
(suchasmixture theories)dependon information(suchascell-plasmainterfaceforces,partition
of elasticandkinetic energies,etc.) that is extremelydifficult to obtainexperimentally. In this
situation,microstructuralbloodflow modelscanprovide essentialdynamicdatafor development
of rationalmacroscopicmodels,both for validationaswell assuggestingthe forms they should
take.

Antaki andhis collaboratorRajagopalhave introducedrecentlya rigorousmacroscopicsingle-
phasecontinuummodelfor blood,predicatedon a generalizedOldroyd-B fluid thataccountsfor
shear-thinning and shearhistory [43]. The microstructuralsumulationswe proposewill assist
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greatly in validatinghow well this theoryhomogenizesmicrostructuralbehavior. The groupis
alsodevelopinga macroscopicmultiphasebloodmodel,basedon Rajagopal’s generalcontinuum
theoryfor mixturesof solidparticulatesin aviscousfluid [19, 20,33,18,17]. Oneof thedifficulties
with this approachis that thefluxescouplingtheconservation laws for eachcomponentmustbe
specifiedthroughconstitutiverelations.Themicroscopicmodelsweproposewill beindispensable
for estimationof thesequantities.

In additionto bloodflowsmodels,theUoPPIshavebeendevelopingbloodfailureandthrombosis
models.Antaki,Burgreen,Kameneva,andRajagopalhavepresentedaparticle-specificfailurethe-
ory thataccountsfor theexposurehistoryof anindividualcell [21, 42, 24]. In addition,significant
inroadshave beenmadeinto macroscopicmodelingof agonist-mediatedplateletactivation and
transportthroughtheuseof coupledconvective-diffusionlaws[36, 37, 39, 38]. In bothof models,
theavailability of dynamicmicrostructuralsimulationdatawill proveinvaluablein assessingthese
models.

Significanteffort will bemadetovalidatethebloodflow models.Wewill verify thatthey reproduce
importantfeaturessuchasshearthinning,viscoelasticity, cellmigration,etc.andwill calibratethem
with publisheddataandexperimentalresultsto beconductedat UoP. This experimentalprogram
leveragesotherfundingsources,includingtheNIH andprivatefoundations.Experimentalfacilities
in our state-of-the-artlaboratoryat the McGowan Centerincludelaser-basedflow visualization
[27, 25, 26], flow cytometryandplateletaggregometry[41], blood rheometry[23, 22, 21], and
emerging biocompatibility assaysfor thrombogenesis,coagulation,inflammation,and cellular
activation.

In conclusion,theproposedmicrostructuralsimulationsarenecessaryfor understandingbloodflow
dynamicsand damagein small-clearanceregions of hemodynamicdevices wheremacroscopic
theory fails; for providing closuredataand validation for mixture and other macroscopicflow
models;andfor developingmorerationalblooddamagemodels.In all thesecases,thenumberof
RBCscontainedin sufficiently largerepresentativeregionswill resultin upto theorderof billions
of grid points,placingthe simulationsamongthe largestCFD simulationsever attempted.The
needto resolveuptoamillion deformingcell-plasmainterfaceswithin theseflowsmakesourtarget
simulationsmorecomplex andchallengingthanany flow problemwe areawareof, andcalls for
completelynovel algorithmsthatcanscaleup to parallelsystemswith thousandsof processors.

3. Parallel Algorithms for Simulation of Flowswith Dynamic Interfaces

Simulating fluids flows in domainswith deforming, dynamic interfacesis significantly more
difficult thandoing so on staticdomains. Yet numerousscientificandindustrialflow problems
involve the interactionof a fluid with a moving or deformingsolid. Many of theseproblemsare
sufficiently complex to requirehighly parallelsupercomputers,which is particularlychallenging
dueto the needto scalablymanageandevolve the dynamicandirregular datastructures.New
fundamentalresearchin computerscienceandcomputationalsciencewill be requiredto create
dynamic-interfaceflow solversthatscaleto themulti-teraflopparallelsystemsthatarebeginning
to comeon line atASCI andNSFsupercomputingcenters.

Theusualapproachto solvingflow problemswith interfacesthatundergo largemotionis to relax
theideaof conformingto themovinginterfaces,andinsteademploy aregular, fixedgrid throughout
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thedomain.Theeffectof theinterfaceis thenincorporatedthroughothermeans.Notableexamples
aretheimmersedboundarymethod[31], in whichinterfaceforcesappearasbodyforcesin thefluid;
fictitiousdomainmethods[14], in which interfaceconditionsaresatisfiedweaklywith Lagrange
multipliers;levelsetmethods[35], in whichthetransitionin asmoothlevel setfunctiondelineates
the interface; and volume-of-fluidmethods[16], which usea volume-fractionfield variableto
distinguishdifferentphases.The attractionof all of thesemethodsis that meshesarestaticand
neednot evolve, andthat fastsolversarepossibleon theregulargrids. Themajordrawback,on
theotherhand,is theresultingfixedspatialresolution,particularlydisadvantageousif oneneeds
to vary resolutionsharplythroughoutthedomain.

A moreattractive option we arepursuingemploys purely Lagrangianmethodsin the fluid-solid
mixture. Since thesemethodsuse a particle-basedrepresentationof field variables,and the
particlesfreelyconvectwith theflow, themethodsareidealfor complex flow problemsthatrequire
resolutionof moving boundariesandinterfaces.Furthermore,sincetheadoptionof a Lagrangian
descriptioneliminatestheconvectivetermin themomentumequation,weneedtosolvejustStokes-
like problemsat eachtime step,which simplifiesthenumericsconsiderably. Finally, Lagrangian
methodsare naturally adaptive—meshpoints convect and diffuse with the flow and naturally
concentratein regionsof highvorticity.

However, a numberof computationalchallengesmust be overcometo realizethe potentialof
Lagrangianmethods.Their greatadvantage—thatthe field approximationdiffusesandconvects
with the flow—hasalso beenthe major barrier to their widespreaduse,especiallyon parallel
computers.Whenthe approximationis mesh-based,the meshdistortswith the flow, leadingto
the needfor frequentretriangulationeven if the particlesremainwell-spaced,andan additional
needto coarsen/refinethe particleset if they do not. Dynamicunstructuredmeshalgorithms—
thoseneededto coarsen,refine, retriangulate,and repartitionthe particle systemas it evolves
over time—areregardedasparticularlydifficult on highly parallelcomputers.Indeed,the 1997
PetaflopsAlgorithmsworkshopassessedtheprospectsof anumberof highperformancecomputing
algorithmsscaling to petaflopscomputers[29] (here we assumethe assessmemtis valid for
multi-teraflopssystemsaswell). Algorithmswereclassifiedaccordingto Class1 (scalablewith
appropriateeffort), Class2 (scalableprovidedsignificantresearchchallengesareovercome),and
Class3 (possessingmajorimpedimentsto scalability).Thedevelopmentof dynamicunstructured
grid methods(aswepropose)—includingmeshgeneration,meshadaptationandloadbalancing—
weredesignatedClass2,andthusposeasignificant,yetwebelieveachievable,researchchallenge.
In contrast,static-gridPDE solvers (an exampleof which is flow solverson fixed grids) were
classifiedasClass1.

Lagrangianmethodsessentiallytradeoff reducednumericalsolution difficulties for increased
geometriccomplexity. Given the challengesof paralleldynamicmeshalgorithms,the scarcity
of mesh-basedLagrangianmethodsis not surprising. Nevertheless,thesemethodshave many
desirableproperties,andtherecentdevelopmentby computersciencemembersof our teamof a
fastscalableparallelDelaunaytriangulationalgorithm[5, 6] encouragesus to pursuea parallel
mesh-basedLagrangianflow solver. The Blelloch–Miller et al. algorithmis a new divide-and-
conquerparallelalgorithmfor 2D Delaunaytriangulation.Thealgorithmis theoreticallyoptimal
in work, requirespolylogarithmicdepth,and is very efficient in practice. The main idea is to
usea divide-and-conquertechniquein which all the work of partitioningis doneon the divide
step,ascomparedto thestandarddivide-and-conquertechniquewhichdoesthework onthemerge
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step. The advantageis that our divide step,which is basedon a convex hull, is mucheasierto
parallelizethan the standardmerge step,which involvessequentiallystitching the components
together. The algorithmis alsovery efficient: for onemillion pointsin the highly non-uniform
Kuzmindistribution,for example,it runsin 4secondson64processorsof aCrayT3D,ascompared
to 110 secondsfor the bestsequentialimplementationof Delaunaytriangulationwe could find.
Theideasin principleextendto 3D.

We have incorporatedthe Blelloch–Miller Delaunayalgorithm into an MPI-based2D parallel
dynamic-meshLagrangiansolver for Navier Stokesflows [4]. Figure3 shows somesnapshots
from asimulation(on16processorsof aCrayT3E)of thebenchmarkproblemof vortex shedding
arounda cylinder. Thebasiccomputationalentitiesaretheparticles,which move freely with the
flow. The particleset is triangulatedat eachtime step,resultingin a completelynew meshand
completelynew partitionof particlesontoprocessors.(Contrastthis with mostparalleladaptive
PDEsolvers,whichmakeincrementalchangesto themesh,andatmuchlargerintervals.)Particles
are removed andadded(i.e. the meshis coarsened/refined)to maintaina well-spacedcriterion
(leadingto quality meshes)and to satisfyerror-basedlocal maximumedgelengths. Sincethe
particledescriptionis Lagrangian,newly insertedparticlesacquirevaluesof velocityandpressure
by simple interpolationon the currentmesh—thereis no needto project the meshbackto that
of theprevioustime step. Figure3 shows fluid particlesandtheir correspondingmeshesat early
(while theflow is still steady)andlate(afterthe initiation of vortex shedding)time instants.The
numberof particlesincreasesby a factor of 3.3 over the courseof the simulation,and as can
be seen,particlestend to concentratein regions of high vorticity. Our codeis built on top of
the MPI-basedPETSclibrary for numericalsolutionof PDEs[1, 2, 3]. All componentsof the
flow solver areparallel: particletransport,finite elementapproximation,linearKrylov solver and
preconditioner(providedbyPETSc),timestepper, andcomputationalgeometryalgorithms(convex
hull, Delaunay, partitioning,coarsening,andrefinement).Timingsfor aproblemwith amaximum
of 127,000unknownsonaCrayT3Erevealthatthecomputationalgeometrycomponentsconsume
lessthan5%of thetime,andthecodemaintains93%parallelefficiency (onthemaximumnumber
of processorstheresolutionwarrants).AlthoughPETScwasdesignedfor staticgrids,theseresults
suggestthatdynamicgridscanbe integratedinto its framework efficiently (in fact,we intendto
make our softwarelibrary callablefrom PETSc,thusmakingit availableto thousandsof current
andfuturePETScusers).

For this vortex sheddingproblem,our Lagrangiandynamicmeshmethodis overkill; a fixedgrid
(Eulerian)methodsufficessincethe domainis not deforming. However, we chosethis example
becauseit is a severe test of Lagrangianmesh-basedmethods: the meshbecomeshopelessly
twistedanddistortedin the wake region unlessretriangulationis doneat eachtime step. These
proof-of-conceptresultsdemonstratethat with properattentionto algorithmdesign,the costof
creatinga completelynew meshat every timestep(includingrefining,coarsening,triangulating,
andpartitioning)canbemadesmallrelativeto thenumericalcomponents—contraryto commonly-
held beliefs. Thus, the entire dynamicmeshflow solver (including geometricand numerical
components)scaleswell overa reasonablerangeof granularity.

Fundamentalresearchin bothnumericalandgeometricalgorithmsis requiredto scalethesolver
up to 3D, to multiple solid bodiesinteractingwith a fluid, andto thousandsof processors.The
numericalalgorithmsresearchtaskwill build on our work on variationally-basedfinite element
methodsfor couplingfinitely-deformingelasticsolidsandviscousincompressiblefluids,for which

8



(a) (b)

(c) (d)

Figure 3: Parallel dynamic meshLagrangian flow solver. Particle distribution (a) and (b) and corresponding
mesh(c) and (d) at early and late time instants. Computations on Cray T3E at Pittsburgh Supercomputing

Center.

we have developedefficient domain-decompositionmethodsfor solutionof theresultingcoupled
discretesystemsin 2D [11, 12, 13]. Extendingthe solvers to 3D and to multiple solid bodies
will requiresignificantresearch.For thegeometricalgorithmscomponent,themajortasksareto
createandimplementthe3D parallelcomputationalgeometryinfrastructuresupportingdynamic
unstructuredmeshes:convex hull, Delaunaytriangulation,Delaunaycoarsening/refinement,and
graphpartitioning.Again,fundamentalalgorithmsresearchis required.
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