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Abstract

Recent innovation in the design of type theories—foundational systems of mathe-
matics with a focus on constructivity—has produced the concept of interval variable,
which can be used to capture relations between objects that carry computational
content. We examine two such relationships in type theory: equality, in particular
quotients, and arbitrary relations as applied in parametricity interpretations.

Cubical type theory, a system using an interval-based formulation of equality,
enables a permissive kind of content-carrying equality that includes in particular
isomorphism. Cubical type theory provides a constructive interpretation of homo-
topy type theory and the Univalent Foundations, formalisms that introduced the idea
of isomorphism as equality but which lack intrinsic computational meaning. The cu-
bical approach to equality also rectifies long-standing deficiencies in the behavior of
quotients in type theory. We realize a system of generalized quotients for cubical
type theory originally conceived in homotopy type theory, called higher inductive
types, that merges the concepts of inductive type and quotient. Such a mutual gen-
eralization is particularly essential in the contentful equality setting, but also has
significant applications to ordinary mathematics.

Parametricity is, among other things, a proof technique for deriving properties
of constructions performed in type theories, based on the idea that constructions
preserve all relations between objects. Traditionally a meta-theoretical tool, recent
work has shown that parametricity properties can be integrated into a type theory
itself using an interval-based system. We develop internal parametricity on top of
cubical type theory, examining the similarities and distinctions between the two ap-
plications of intervals, finding that a background of cubical equality improves the
behavior of internal parametricity, and applying internal parametricity as a tool to
solve difficult problems in cubical type theory. We introduce a system of cohesion
modalities to express the interaction between parametric and non-parametric type
theory, enabling the use of parametricity results in a non-parametric setting.
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There are places that contain you,

There are corners in your soul,

Plastic laminations in your life.

But when you’re on the inside

Of the outside of your thoughts,

Do they restrain or do you stay yourself?

Now the inside of the near place

Is the outside of the far,

But you can only face your space one way.
You're really in the middle

Of the inside of yourself,

And there is only one thing we can say...

You’ll never get out, you’ll never get out,
You’ll never get out of the cube! It’s sad!

But you’ll never get out, you’'ll never get out,
You’'ll never get out ’til you’re dead!

— Jim Henson’s The Cube
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Introduction

This dissertation presents two applications of interval variables to the design of type the-
ories: first, to representing quotients, and second, to internalizing parametricity.

A (dependent) type theory is a kind of mathematical framework: a language in which
one can describe constructions and establish their properties. Dependent type theories
trace their origins to the seminal work of Martin-Lof [Mar75; Mar82]. That work, in turn,
grows out of a longer tradition of constructive mathematics, going back to Brouwer’s
philosophy of intuitionism. One persistent idea in the history of type theories, inherited
ultimately from Brouwer, is the identification of mathematical constructions—including
both definitions and proofs—with programs. In this view, a type theory is specifically
a language for describing computational mathematics. The fundamental objects of type
theory, the types, are collections of programs; we think of a type as a specification of
computational behavior, and its elements as programs that behave in accordance with the
specification.

Interval variables are a novel technical device, introduced in the past decade [CCHM15;
BCM15; AFH18], for designing type theories where each type is equipped with some kind
of predicate or relation on its elements. The most fundamental relation between elements
in mathematics is equality: so much of mathematics revolves around establishing that
two objects are in fact the same (or different). Despite its foundational importance, the
representation of equality in type theories has been problematic since the inception of
the field. Interval variables present a new approach that resolves many long-standing
theoretical and practical issues with existing treatments of equality. Of key importance
is the fact that interval-based equality is contentful: proofs of equality are programs with
non-trivial computational content, in contrast to most earlier approaches. Type theories
that use interval variables to represent equalities have been dubbed cubical type theories.

The first goal of this dissertation is to develop a general theory of quotient types
for cubical type theories, in the guise of higher inductive types. A quotient is simply a
type defined by taking a pre-existing type and declaring that certain elements should be
regarded as equal. The integers modulo n are one classical example: an integer modulo
n is simply an integer, but we regard two such integers m, and m; as equal whenever
their difference is a multiple of n. As with many constructions that involve equality in an



essential way, quotients in type theory have long been ill-behaved, lacking in particular
the crucial property of effectivity. A quotient is effective when it is possible to extract a
proof of relatedness from an equality in the quotient; in the case of integers modulo n, this
would mean that a proof of an equality my = m; between integers modulo n can be used
to compute an integer p such that my — m; = p - n. This essential property fails to hold in
general in traditional type theories precisely because their equality proofs are contentless;
with contentful interval-based equality, we are able to achieve effectivity without issue.

In a cubical type theory, it is natural to regard quotients as analogous to inductive
types. An inductive type is one whose elements are those built from some collection of
constructors. The natural numbers are the prototypical example: a natural number is
a term built from the two constructors zero and suc(—), with suc(zero) representing 1,
suc(suc(zero)) representing 2, and so on. We can, in the same way, think of the equalities
introduced by a quotient type as being built by constructors. Higher inductive types pro-
vide a mutual generalization of inductive types and quotients, allowing for both term and
equality constructors. We argue that higher inductive types are a more natural abstrac-
tion than quotients in cubical type theory; they directly provide common constructions
(such as truncations) that can only be indirectly represented using ordinary quotients.
The first part of this dissertation lays out an schema for specifying higher inductive types
and defines a computational realization of each such specification, providing a general
framework that unifies existing examples of higher inductive types [Unil3, Chapter 6;
CCHM15; AFH18; CHM18].

The second goal of this dissertation is to extend cubical type theory with internal para-
metricity. Parametricity is a technique used in computer science to analyze polymorphic
programs, programs parameterized by type variables. Developed by Reynolds [Rey83],
parametricity rests on the fact that the polymorphic programs definable in sufficiently re-
strictive type theories are guaranteed to act on relations. Parametricity theorems are nor-
mally external—they are theorems about type theories, not theorems proven inside type
theories—but Bernardy and Moulin have recently shown that parametricity can be given
a computational interpretation and made available within a type theory [BM12; BM13].
Like cubical type theory, the mechanisms of internal parametricity also rest on interval
variables. Where cubical type theory uses interval variables to equip each type with an
equality relation, internal parametricity uses intervals to equip each type with an arbi-
trary relation. In the second part of this dissertation, we show that internal parametricity
can be combined with cubical type theory. By taking advantage of the good properties
of cubical equality, we are able to simplify aspects of existing internally parametric type
theories. Moreover, we are able to use parametricity to prove theorems involving higher
inductive constructions that are prohibitively difficult to verify in plain cubical type the-
ory.



Contributions

This dissertation is divided into four parts. Each part begins with an introduction; the
introductions are meant to be more accessible than the thesis as a whole, and can be read
in sequence for a more extended overview of its objectives and contributions.

Part I is a review first of dependent type theory and then cubical type theory, roughly
as presented by Angiuli [Ang19]. These are the prerequisites on which the rest of the dis-
sertation depends; each subsequent part presents an extension to the cubical type theory
framework.

Part II presents our schema for higher inductive types as an extension to cubical type
theory. We develop a language for specifying such types and show that each specification
can be realized in type theory with a computational interpretation.

Part III extends cubical type theory with internal parametricity, which endows every
construction in the theory with an action on relations. We examine the consequences of
such an action, and apply it in particular to mechanically check theorems which are pro-
hibitively difficult to prove in ordinary cubical type theory. Our motivating example uses
higher inductive types, but we do not depend on the entirety of Part II; the introduction
of that part is sufficient background for an intuitive understanding. We also present a
formalism for the type theory and a presheaf model of that formalism.

Part IV builds on Part III, extending parametric cubical type theory with a system of
cohesive modalities that allow the interaction of parametric and non-parametric construc-
tions. This is essential for the results we prove in the previous part to be used in ordinary
cubical type theory.

Publications The results of Part II and Part III have been published in the following
papers.

« Evan Cavallo and Robert Harper. “Higher inductive types in cubical computational type
theory”. In: PACMPL 3.POPL (2019), 1:1-1:27. por: 10.1145/3290314

« Evan Cavallo and Robert Harper. “Internal Parametricity for Cubical Type Theory”.
In: 28th EACSL Annual Conference on Computer Science Logic, CSL 2020, January 13-16,
2020, Barcelona, Spain. 2020, 13:1-13:17. po1: 10.4230/LIPIcs.CSL.2020.13

The contents of Part Il have been generalized from their form in the first paper to admit
dependency and path types in recursive arguments.
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Chapter 1

Introduction

1.1 Equality in type theory

A (dependent) type theory is a kind of framework for mathematics organized around the
idea of a type. “Type theory” is not a term with a precise, universal definition; rather, it
is a term with many definitions, some formal and mathematical, others philosophical. In
practice, it refers to a vaguely-delimited constellation of systems surrounded by a common
literature: a type theory is that which a type theorist studies. Nevertheless, there are some
largely-unifying principles that guide the design of type theories. One is, of course, the
concept of a type. Another is the idea that type theories are constructive or computational:
that proofs conducted in a type theory have some kind of computational content, or that
they are proofs about computational objects. Our own perspective on type theory, which
derives from Martin-Lof’s Constructive Mathematics and Computer Programming [Mar82]
and Constable’s subsequent program of computational type theory [Con09], is that type
theory is a language for classifying programs, that is, reasoning about their computational
behavior.

A type, then, is a classifier of programs, which is to say that it is a collection of pro-
grams possessing some property. A definition of a type theory consists of a specification
of its types and the programs each classifies. For example, a theory might contain a type
Int classifying programs that compute integers. Then “2 + 2” would be one such program
(it computes the integer 4); we say 2 + 2 is an element of Int (or is a term of type Int, or
simply is in Int) and write 2 + 2 € Int. The statements we make in a type theory, dubbed
Jjudgments by Martin-Lof, assert typehood and elementhood (Figure 1.1).

Type formers enable us to build new types from old ones: perhaps IntXxInt is the type of
programs that compute pairs of integers, while Int — Int is the type of programs that take
an integer as input and output a new integer. In a type theory with a sufficiently expressive
collection of type formers, we can formulate complex mathematical results as instances

7



8 Introduction

Judgment Reading

Atype Ais atype
A=A"type AandA’areequal types
MeA M is an element of type A

M=M €A Mand M are equal elements of type A

Figure 1.1: Judgments of a type theory (simplified)

of the typing judgment M € A. For a trivial example, a program F € Int — Int validates
the (boring) theorem “for every integer, there exists an integer”. To express something
more involved, like the existence of additive inverses, we need more sophisticated types;
with the machinery we will develop in Chapter 2, the type of additive inverse functions
can be written as follows.

(n:Int) > (m:Int) x Id(Int,m + n, 0)

Glossed, this is the type of functions that take an input integer n € Int and output a pair
of results: another integer m € Int, but also a certificate that m+n is equal to 0. This “type
of certificates” Id(Int, m + n, 0) is called an identity type: its elements are proofs that m+n
and 0 are identical (or identified) as elements of Int. To set up a type theory including
such types, we must answer a tricky question: what kind of program constitutes a proof
that two integers are the same? More broadly, how do we understand proofs of equality
from a computational perspective? These questions are at the root of this thesis; as we
will see, they are not at all straightforward to answer.

The history of identity types is a complex one, entangled intimately with a distinc-
tion between “extensional” and “intensional” type theories. But until relatively recently,
all computational explanations of identity types have shared a common feature: the pro-
grams classified by an identity type Id(A, M, N) are computationally trivial. That is, the
output or computational behavior of a program P € 1d(A, M, N) (“M and N are identified
in A”) is uninteresting; the only interesting question is whether such a program exists.
This seems natural from a classical mathematical perspective: once you have proven two
objects are equal, you need never again to think about why or how they are equal. You
merely cite the theorem when you need it. However, committing to this apparently in-
nocuous conception of equality in a computational setting actually has disastrous con-
sequences for mathematical reasoning. For the purposes of this thesis, the most notable
casualty is the quotient type.

Effective quotients Given a type A, a quotient of A is, roughly speaking, a type that has
the same elements of A but where some previously distinct elements are now regarded as
equal. As a simple example, we might define the integers modulo n (Int,) for any natural
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number n € Nat as a quotient of Int. Elements of Int, are integers, but we say that
mo, my € Int, are equal as soon as they differ by some integer multiple of n. (Thus Ints,
for example, has three distinct elements: every element is equal to one of 0, 1, or 2.) In
syntax, we intend the equality relation for Int, to be given by the following type.

my = my = (p:Int) X Id(Int, m; — mg, p - n)

That is, my and m; are equal whenever there is some p € Int equipped with a proof that
m; — my is equal to p - n.

In a traditional computation-based type theory, we could have something like the
following rule for deducing equalities in Int,. A rule is simply a principle for deducing
true judgments; we write the premises above a horizontal line and the conclusion below.

Pemy~m

* € Id(Inty,, mg, mq)

That is, if we have some element P of the type my ~ m;, we can conclude that m( and m;
are equal in Int,. Because equality has no computational content, the program serving as
evidence for this equality is simply a placeholder symbol *.

Using this rule, we can check that the program that takes any element P € my = m,
as input and returns x—written (AP. x)—has the type (m¢ = m;) — Id(Int,, my, m;). But
what about the other direction? An element of Id(Int,, mg, m{) carries no information, so
is no little help in constructing an element P € my ~ my. In the particular case of Int,,
we can get by with the other information we have on hand: we can compute the quotient
Q = (my;—my)/n and know by the fact that Id(Int,, mg, m;) is inhabited that we will have
(Q,*) € my = my. This route is not available in general, however. Consider quotienting
Int — Int, the type of functions from integers to integers, by the following relation, which
identifies functions that agree on all arguments m above some number n.

for< fi=(p:Int) X ((m:Int) > (m > n) — Id(Int, fym, fi m))

Just knowing that there is some number p with this property will not suffice to reconstruct
such a number; writing T for the quotient type, we can construct no program of type
Id(T, fo, i) — (fo > f1). There is thus a general mismatch between relations and the
induced equalities in their quotient types, a failure of effectivity of quotients. Lack of
effectivity is a serious problem: it prevents us from relating properties of T with properties
of Int — Int.

In short, quotients are constructions where data and equality collide: we frequently
want to quotient by a relation whose proofs carry data (like the p € Int in these examples),
what we will call a contentful relation. We simply cannot do so in a satisfactory way
when we forbid proofs of equality from carrying data. (For a more formal analysis of this
incompatibility, see [Mai98].)
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We are naturally led, then, to search for a computational interpretation that does allow
equality proofs to carry data, what we will call contentful equality. (Effectivity of quotients
is not the sole reason to do so, not by a long shot, but is a convenient potted motivation
for the purposes of this thesis.) We take inspiration and intuition from two phenomena:
the informal treatment of isomorphisms as equalities in everyday mathematics, and the
notion of path in topology and homotopy theory.

Isomorphism as equality We look to isomorphism as an example of a contentful rela-
tion that is often treated like equality on an informal level. For an illustrative example,
we draw from group theory, the study of sets equipped with binary operations and sat-
isfying certain axioms we will not enumerate. One example of a group is the set of real
numbers with the operation of addition: (R, +). Another is the set of positive real num-
bers with the operation of multiplication: (R, -). These two groups are not equal in the
standard sense, but they are isomorphic. That is, there are functions exp € R — R, and
In € Ry — R converting between the two sets that (1) are mutually inverse, meaning
that In(exp(a)) = a and exp(In(b)) = b, and (2) preserve the operations, meaning that
exp(a+ b) = exp(a) - exp(b) and In(a - b) = In(a) + In(b). The existence of this isomor-
phism means that (R, +) and (R, -) are practically identical from the perspective of group
theory. Any “group-theoretic property” that holds of one will hold of the other. Unlike an
actual equality, however, we cannot only remember that (R, +) and (R, -) are isomorphic:
we need to remember how they are isomorphic. As an example, consider the following
true statement.

For everya € R, wehavea+0=a. v

If (R,+) and (R4, -) were equal, we would be able to replace one with the other and
get another true statement. But the following is clearly false!

For every a € Ry, wehavea-0=a. X

To convert results between the two groups properly, we need to transport the constant
0 along the isomorphism (exp, In). In this case, we have exp(0) = 1, so the result is the
following true statement.

For every a € Ry, wehavea-1=a. ¢

Moreover, there actually multiple isomorphisms between (R, +) and (R, -): a second
sends a € R to 1/exp(a) € Ry and b € R, to —In(b) € R. Thus, (R,+) and (Ry,-) are
“equal” in (at least) two different ways. When we use the fact that they are “equal” to
transport facts between them, we need to be consistent about which “equality” we are
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using. Isomorphism is therefore a contentful notion of equality, in that the way we use an
equality depends on the contents of its proof (the functions defining the isomorphism).

To be clear, this kind of equality is usually exercised on an informal level in everyday
mathematics. While it is possible to give precise definitions of “group-theoretic property”
so that one can transport such properties between isomorphic groups, this is simply taken
for granted in most mathematical writing. Isomorphisms are tacitly treated as if they were
true equalities, because experience suggests that this kind of shortcut is harmless and can
be eliminated by anyone who cares to be precise.

Remarkably, however, this informal use of contentful equality can not only be inte-
grated with type theory in a completely precise way, but actually resolves several long-
standing issues with existing treatments of equality, and has moreover been latent in some
versions of dependent type theory since the genesis of the field. The key idea is to see
equality as something along which we can transport results, where the effect of the trans-
port may depend on the proof of the equality. This principle is embodied in Martin-L5f’s
elimination rule for equality types, the so-called J rule.

Equality as path Contentful relations also appear extensively in the fields of (alge-
braic) topology and homotopy theory in the form of paths in a space. These fields study
abstract notions of spaces (which we will avoid defining precisely here); a path is simply
a way to get from one point in a space to another. Let us take the following image as an
example of a two-dimensional space X, with marked points A,B,C,D and a few examples
of paths between them.

A path from one point to another is a contentful relationship between them: we can
ask not only whether a path exists, but which path it is. Indeed, one of the central tech-
niques for classifying spaces in algebraic topology is to count the number of “distinct”
paths between given pairs of points. To do so, we also need a criterion for when two
paths between a given pair of points are “distinct” or “the same”. The standard device is
to say that two paths are the same when there is a homotopy between them: a way to
smoothly deform one path into the other. In our example, the two paths from C to D are
homotopic, but the two paths from A to B are not, as the hole between them prevents us
from deforming one into the other. A homotopy is essentially a path between paths; it too
is a contentful relationship, one between paths rather than points. We can go further and
consider paths between paths between paths and so forth.
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We can formulate paths in terms of functions out of an interval space “I”, a space
consisting of two points with a single path between them.

0—©0

A path from A to B in our example space X is the same as a continuous function I — X
that sends 0 to A and 1 to B; in other words, a path is a picture of I drawn in X. A
homotopy, being a path between paths, is then a function I — (I — X), or equivalently
a function I X I — X from the product of two intervals into X.

This will be the central organizing concept of the type theory with contentful equality
we are about to describe: the representation of equalities in a type as functions from an
“interval” into that type.

1.2 Realizing contentful equality

We now apply the two preceding ideas, equality as path and as effecting transport, to
the design of type theory. We arrive at cubical type theory, which was first developed in
two parallel variations by Cohen, Coquand, Huber and Mortberg [CCHM15] and Angiuli,
Favonia, and Harper [AFH138].

Interval terms Cubical type theory enriches Martin-Lof’s type theory with a new in-
terval object 1, which behaves much like a type and is used to represent equalities. (The
interval is not actually a type, for technical reasons that we sweep under the rug here.)
Following the topological definition, we take paths in a type A to be functions from the
interval into A.

Pel— A

Among the elements of the interval are two distinguished “endpoint” constants, 0 € I and
1 € I. Any path P € I — A is thus more specifically a path from P0 to P1. As we are
usually interested in paths between a particular pair of elements, we introduce a type of
paths in A with fixed endpoints My € A and M; € A.

Pe Path(A, M(), Ml)

The elements of this type are functions P € I — A suchthat PO =M, € AandP1 =M, €
A. Here we come to one of the subtler aspects of type theory, cubical or otherwise: the
“=” here is not the contentful equality we are in the process of fleshing out, but a separate,
contentless equality we call exact equality. It is necessary to have such a notion of “strict”
equality—to formulate the conditions on elements of path types, for one. We merely want
to separate it from the paths we use as “mathematical” equalities to avoid the pitfalls of
contentless equality. Exact equality differs from path equality on two axes.
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First, an exact equality M = N € A is not a type but a judgment, a statement of the
same kind as the elementhood judgment M € A. Judgments are not themselves types, so
we cannot speak about the exact equality judgment inside our type theory. That is, the
following is not a well-formed type.

(n:Int) > ((m:Int) x (m+n=0€ Int)) X

In contrast, the path type is of course a type. We say that exact equality is an external
equality, while the path type is an internal equality.

Second, M = N € A s a substitutional equality. This means that, given any judgment
depending on an element of A, we can silently replace M with N anywhere we like without
affecting the validity of the judgment. For example, if P € Path(A, O, M), then it is also
the case that P € Path(A, O, N). In contrast, paths are merely transportational: if we
have Q € Path(A, M, N) and P € Path(A, O, M), then it is not necessarily the case that
P € Path(A, O, N). Instead, there is an operation, “transport”, which we can apply with Q
to obtain a new term P’ € Path(A, O, N). In particular, the result P’ can vary depending
on the form of Q.

The substitutional/transportational distinction is correlated with, if not identical to,
our previous contentless/contentful distinction: we think of the former as a description
of the available logical principles, while the latter is a description of a computational in-
terpretation. The external/internal and substitutional/transportational axes, on the other
hand, are independent. For example, the identity type in Martin-Lof’s extensional type
theory is internal and substitutional.

Conversely, cubical type theory’s path type is merely the internalization of an external
transportational notion of path. To understand this, we need to delve a bit deeper into the
details of type theory by introducing the idea of a hypothetical judgment. A hypothetical
judgment is one that depends on some collection of typed variables (the hypotheses). For
example, the judgment a: A > M € B asserts that the term M has type B under the
assumption that the variable a has type A. Both M and B may make use of the variable a.
As a concrete example, the judgment m : Int,n: Int > m + n € Int asserts that m + n is an
integer whenever m and n are integers.

Using the hypothetical judgment, we can state the following rule for constructing
elements of the function type (a: A) — B.

a:A>N¢€B
Aa.N € (a:A) > B

In words, if N is an element of B under the assumption that a has type A, then the function
that takes in an element a of A and returns N—here written Ada. N—is a function of type
(a:A) — B. (The prefix A for the function constructor is traditional, dating back to
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Church’s A-calculus; we uniformly write variable bindings either in the form “a.” or with
a type annotation as “a : A”.)

Conversely, if we have an element of a function type F € (a: A) — B, we can apply
it to any element M € A to obtain an element of B[M/a] (the result of substituting the
term M for the variable a in B).

Fe(a:A) > B MeA
FM € B[M/a]

We may therefore say that the function type (a : A) — B is an internalization of the
external concept of hypothetical judgment. Indeed, it is a unifying design principle of
type theories that each type former internalizes some judgmental concept. In the case
of paths, the path type Path(A, My, M;) serves to internalize the hypothetical judgment
x:1 > — € A (together with conditions on the endpoints).

The name cubical type theory comes from the intuitive reading of judgments such as
x1:L..,x,: 1> M € A that depend on multiple interval variables. Where the term M
inx:I > M € Ais a path or line in the type A, aterm x; :L,..,x, : I > M € Ais an
n-dimensional (hyper)cube in A, filled in as each of the variables ranges between 0 and 1.

Coercion The utility of paths—the ability to transport results across them—is delivered
by an operation called coercion. The effect of coercion is expressed by the following rule.

x:1> Atype rel sel M e Alr/x]
coe ;' (M) € Als/x]

In words, if we have a line of types x : I > A type and an inhabitant M € A[r/x] of some
type along that line, then we may coerce it to obtain an element of any other type A[s/x]
along the line.

Transport along paths within types arises as a corollary of coercion. Suppose we have
a family of types a: A > B type depending on a variable of type A, a path x:I > P € Ain
the indexing type, and an inhabitant N € B[P[0/x]/a], which we can read as a proof that
the property B holds of the term P[0/x]. Then we can obtain a term of type B[P[1/x]/a]
using coercion as follows.

transportgzl(x.P, N) = coeg__‘él[P/a](N) € B[P[1/x]/a]

Thus, any “property” B that is satisfied by a term M € A is also satisfied by any term
connected to M by a path.

Specifying the computational behavior of coe! ’(M) for each possible type line x.A
is the main technical challenge of designing a cubical type theory. (To do so requires
an additional concept, path composition, that we will introduce later on.) Reflecting the
contentful nature of path equality, this behavior does depend in general on the entirety
of the line x.A, not only on the source and destination points A[r/x] and A[s/x].
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Univalence With some clever programming, one may show that the coercion function
Aa.coe”!(a) € A[0/x] — A[1/x] induced by a type path x.A is in fact an isomorphism,
with inverse given by the reverse coercion Aa. coel”?(a). That is, every x : I > A type
induces an isomorphism between its endpoints, which we call coe?™| € A[0/x] =~ A[1/x].
In keeping with our conception of isomorphism as a kind of contentful equality, we might
hope for the reverse: that every A[0/x] =~ A[1/x] induces a path from A[0/x] to A[1/x],
with the property that coercing along said path applies the underlying function of the
isomorphism. To have this correspondence would be a great boon: it would allow us
to automatically transport theorems between isomorphic types, justifying formally that
common informal mathematical practice.

Such a principle was first proposed by Voevodsky [Voe14] in the form of the univalence
axiom for Martin-Lof’s intensional type theory. To state the univalence axiom, we need to
introduce two preliminaries: first, a more careful definition of isomorphism’, and second,
the concept of a universe.

Definition 1.2.1 (Isomorphism). Given a function f € A — B, a left inverse for f is an
element of the type Linv(A, B, f) defined as follows.

Linv(A,B, f) ==(g: B — A) X ((a: A) — Path(A,g(f a),a))

That is, a left inverse is a function g € B — A such that g (f a) is equal to a for all a € A.
A right inverse for f is an element of Rinv(A, B, f).

Rinv(A,B, f) .= (h: B — A) X ((b: B) — Path(B, f (h)),)))
A function is an isomorphism when it has both a left and right inverse.
Islso(A, B, f) = Linv(A, B, f) X Rinv(A, B, )
The type of isomorphisms between A and B, written A ~ B, is then defined as follows.
(A=B):=(f:A— B) xlslso(A B, f)

When f is an isomorphism, we can prove its left and right inverse functions g,h €
B — A are equal up to a path. Nevertheless, requiring that they be the same a priori
leads to an ill-behaved definition of isomorphism, interprovable with but not isomorphic
to the one we present here. We will not get into the reasons here, but the reader can

'T use isomorphism for what is more commonly called an equivalence in the homotopy type theory and
cubical type theory community. I feel that isomorphism is the more suggestive term for a computer scien-
tist’s ears: “equivalence” suggests a contentless relation such as contextual equivalence or logical equiva-
lence. Mathieu Anel has also suggested that isomorphism is a more appropriate term from an co-categorical
perspective.
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find a detailed discussion in [Unil3, Chapter 4], where several isomorphic definitions of
isomorphism are presented. Voevodsky’s original definition is there called a contractible
map, while the definition we use here was suggested by Joyal and is there called a bi-
invertible map.

A universeis a type whose elements are themselves types. While there cannot be a type
of all types—this leads to paradoxes [Gir72]—we can consistently introduce a type of some
types. It is common for type theories to contain an infinite hierarchy of universes, each
contained in the next (Uy € U; € U, € - --) and closed under operations like the product
and function type formers (if A, B € U, then A X B € U, and so on), such that every type
belongs to some universe. Universes make it possible to express internally statements that
quantify over types or talk about paths between types; Voevodsky’s univalence principle
is one such statement.

Definition 1.2.2 (Univalence). A universe U is univalent when the canonical map from
paths in U to isomorphisms is itself an isomorphism.

IsUnivalent[U] := (A, B:U) — Islso(Path(U, A, B), (A = B), Ap. coe,,)

Voevodsky’s original definition of univalence was stated in terms of Martin-Lof’s iden-
tity types and their elimination principle rather than paths and coercion, but the spirit is
the same. Voevodsky presented the univalence axiom as an extension to Martin-Lof’s
intensional type theory (ITT) formalism [Mar75]. By formalism, we mean a collection of
rules for deducing true judgments. The ITT formalism is validated by Martin-L6f’s com-
putational reading of the judgments: if the premises of one of the rules of ITT are true
in that interpretation, so is the conclusion. We say therefore say that Martin-Lof’s type
theory is a model of the formalism. Voevodsky showed that ITT is consistent with the uni-
valence axiom, meaning that there exists some model of the combined theory, by defining
a classical (that is, non-computational and non-constructive) interpretation in simplicial
sets [KL12a]. It is, however, incompatible with Martin-L6f’s computational interpretation
of ITT, which uses a contentless interpretation of equality.

The first cubical type theories were conceived in the search for a computational in-
terpretation for ITT with the univalence axiom. Although the implementation of the
univalence isomorphism in cubical type theory is intimidatingly technical, the bedrock
that makes it all work is the contentful equality provided by paths.

In this dissertation, we are primarily interested in cubical type theories and their rel-
atives in their own right, divorced from the originally motivating formalism of ITT with
univalence. Paths are not only better-behaved but also in many ways more convenient for
reasoning than the equality interface provided by ITT. One simple example is the proof of
function extensionality, the principle that two functions are equal whenever they return
equal results on all arguments. This principle is not even provable in pure ITT; Voevodsky
observed that it is a consequence of the univalence axiom [Voe15, §11], but the proof is
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non-trivial [Uni13, §4.9]. In a cubical type theory, on the other hand, its proof is incredi-
bly simple: if two functions f,g: A — B come with a proof p: (a: A) — Path(B, fa,ga),
then we have A'x. 1a. p ax € Path(A — B, f, g). A second concept streamlined by the use
of paths for equality—and the subject of the first contribution of this thesis—is that of the
higher inductive type.

Outline In this part, we review first Martin-Lo6f’s type theory (Chapter 2) and then cu-
bical type theory (Chapter 3). None of this material is novel. Our presentation of both
theories hews fairly closely to Angiuli’s dissertation [Ang19], itself a modernization and
extension to the cubical setting of Allen’s computational interpretation of Martin-L6f’s
type theory [All87]. In our description of cubical type theory, we omit some of the me-
chanically involved aspects, in particular the implementations of coercion in “V types”
and composition in the universe. For these details, we refer to Angiuli.

In each chapter, we focus primarily on the understanding of type theories as systems
for reasoning about programs. However, we also include discussion of related formalisms
and their non-computational models, having developments to present on these fronts in
Part III.






Chapter 2

Martin-Lof’s type theory

Martin-Lof’s vision of type theory is the shared core of the systems we will develop and
apply in this thesis. Although we will need to modify our conception of computation to
develop cubical type theory—and so Parts II to IV do not depend directly on the technical
content of this chapter—a tour through “ordinary” type theory will be useful to establish
the basic vocabulary and organizational principles on which will rely going forwards.

Following Martin-Lo6f’s Constructive Mathematics and Computer Programming [Mar82]
and Constable’s program of computational type theory [Con09], we take the computa-
tional aspect of type theories as primary: a type theory is a system for reasoning about
computational constructions. That is, the central judgments of a type theory—A type and
M € A—make assertions about the behavior of programs, here A and M. In Section 2.1, we
give a computational definition of type theory in the mode of Allen [AllI87]. Our presenta-
tion closely follows the modernized account given by Angiuli [Ang19, Chapter 2]. Once
we have defined what it means to be a type theory, we give a (fairly minimal) example: a
type theory with products, natural numbers, identity types, and one universe of types.

In Section 2.2, we also present a formalism for Martin-Lof type theories, a curated
collection of rules for establishing the validity of judgments (A type, M € A, and so on).
A formalism will not capture completely the truth defined by a computational type theory,
but this is not the objective: the goal is to specify a useful interface, which can serve as
an abstract window on type theories computational and otherwise. A formalism must
balance expressivity and applicability, be abstract enough to serve as an interface to a
variety of type theories but concrete enough to prove the kinds of theorems its user wants
to prove. The study of formalisms is in particular essential for the implementation of proof
assistants, computer systems that check the validity of mathematical arguments within
some formalism and assist users in constructing them. An informed choice of formalism
can make a great difference in the usability of a system, particularly by affecting the degree
to which bureaucratic arguments can be automated.

After designing a formalism with an eye towards a computational interpretation, we

19
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Judgment Reading

I’ ctx I' is a context

I' > Atype Ais a type in context I'
I'>A=A"type AandA’are equal types in context T’
I'>MeA M is an element of type A in context I'

' >M=M €A Mand M are equal elements of A in context T

Figure 2.1: Judgments of Martin-Lof type theories

can moreover consider alternative interpretations, that is, readings of the judgments that
validate the rules of the formalism. When we prove a result in a formalism, we obtain
a result in each of its interpretations; thus breadth of interpretability is another goal in
formalism design. In Section 2.2.2 we briefly describe one alternative interpretation for
our formalism, interpreting types as classical sets.

2.1 Alogic of programs

A type theory is a system for behavioral classification of programs: a judgment in type
theory asserts something about how a program behaves. More specifically, it tells us
something about the value that a program returns; for example, the judgment N € Int
asserts that N evaluates to a value V that is an integer.

A type theory is therefore defined by two components. First, we need a definition of
program: what does it mean to evaluate the term N? This component is the operational
semantics. Second, we need a system for classifying the values that are returned by pro-
grams: what does it mean for the value V returned by N to belong to the type Int? This
component is the value type system. From the two components, we derive an interpreta-
tion for the judgments of Martin-Lof type theory, which are shown in Figure 2.1.

2.1.1 Operational semantics

We specify our language of untyped programs by a structural operational semantics [Plo04].
A structural operational semantics describes the evaluation of programs in terms of two
judgments, M val (“M is a value”) and M — N (“M steps to N”). These judgments op-
erate on closed programs, i.e., programs not containing any free variables. A particular
operational semantics is specified by defining these two judgments, typically as generated
by a collection of reduction rules.

Definition 2.1.1. An operational semantics is a definition of two judgments M val and
M — N on closed terms, satisfying the following determinism properties.
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e« f M—— Nand M — N’, then N = N’.

« It is never the case that both M val and M —— N for some N.

Given an operational semantics, which specifies the one-step behavior of a program—
either it is an inert value or reduces—we derive judgments M —* N (“M reduces to N”)
and M || V ("M evaluates to “V”) as generated by the following rules.

M+—*N N+—P M—*V V val
M+—*"M M+—"P M|V

That is, M —* N holds when M becomes N after zero or more steps, while M || V holds
when M becomes the value V after zero or more steps. We write Val for the collection of
values.

Remark 2.1.2. Tt would suffice to require not determinism but merely confluence: that if
M +— N and M — N’, then there is some P such that N —— P and N’ —— P. What we
really need is that evaluation M |} V produces unique results.

2.1.2 Value type system

A value type system defines two notions: the values that are names for types (such as
Int) and the values that are elements of those types (such as 0,1,2,...). Each of these is
specified in a binary way by a partial equivalence relation, which simultaneously specifies
which terms are types/elements and when they are equal as types/elements.

Notation 2.1.3. Given a binary relation R on terms—that is, a set of pairs of terms—and
two terms M, M’, we write M ~ M’ € R as syntactic sugar for (M, M’) € R, and M € R for
(M, M) € R.

Definition 2.1.4. A partial equivalence relation (PER) on terms is a binary relation satis-
fying the following properties.

o Symmetry:If M ~ N € Rthen N ~ M € R.

o Transitivity: f M~ N € Rand N x P € R,then M ~ P € R.

The field of a partial equivalence relation R is the collection of terms M such that M € R;
restricted to its field, R becomes an equivalence relation. Thus, a PER concisely specifies
a subset of the collection of all terms and an equivalence relation on that set.

Definition 2.1.5. A candidate type system is a ternary relation 7 C Val x Val x PER(Val)
that relates values V, V’, and partial equivalence relations R on values.
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Notation 2.1.6. Given a candidate type system 7, we write 7 £ V = V' | R as syntactic
sugar for (V,V’,R) € r,and 7 £ V | R for (V,V,R) € 7. We write 7[R] for the binary
relation 7 £ (=) = (—) | R, which relates types when they are equated by r with interpre-
tation R.

We read an instance 7 £ V = V' | R of the relation as asserting that V and V’ are equal
type names in 7 and that their elements are defined by the PER R: W ~ W’ € R means
that W and W’ are equal elements of the type named by V (or V’).

Definition 2.1.7. A candidate type system is a type system when it satisfies the following
additional axioms.

« PER: For any fixed PER R, the relation 7[R] is a partial equivalence relation.
o Unicity:If reV~V' | RandrkV x V' | R,thenR =R

The former ensures that value type equality is a partial equivalence relation; the latter
ensures that each type name has at most one interpretation as a relation.

2.1.3 Typing judgments

Given an operational semantics and candidate type system 7, we derive an interpretation
of the typing judgments in two stages: first, we extend the type system to closed terms that
may not be values, then to open terms. The status of non-value closed terms is determined
by evaluating them: if terms evaluate to equal values, then they are equal terms.

Definition 2.1.8. Let R be a relation. We define a relation ||R as follows: M ~ M’ € ||R
holds when there exist values V,V’ suchthat M | V, M’ || V', and V = V' € R.

Definition 2.1.9 (Closed judgments).
« Closed types: - A = A’ type is defined to hold when A ~ A’ € |Jz[R] for some R.

o« Closed terms: - M = M’ € A is defined to hold when A € [r[R] for some R such that
M=~M € |R.

The unary judgment I A type is shorthand for - A = A type. Likewise, - M € A'is
shorthand for I M = M € A.

Both types and terms are programs: a type is simply a program that computes the
name of a value type (as specified by the type system). Note thatif - M € Aand M | V,
we always have - M =V € A.
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The open judgments are defined by functionality: an open type is well-formed when
it takes equal instantiations of its variables to equal closed types, and likewise for ele-
ments. The two open judgments are defined together with the context judgment I ctx and
the closing substitution judgment - y € I'. A context is a collection of typed variables
(ay: Ay, ..., a,:Ap), while a closing substitution into a context I' is a list of instantiations
(My/ay,...,My/ay) for the variables listed in I'. Given a term M and a substitution y, we
write My for the result of applying the substitutions in y to M.

Definition 2.1.10 (Contexts, closing substitutions, and open judgments).

+ Closing substitutions: I+ y = y’ € I is the least judgment closed under the following
rules.
Fy=y €T FM=M € Ay
k.= € - F (y,M/a) = (y,M'/a) € (T,a:A)

o Open types: I' > A = A’ type is defined to hold when - Ay = A"y’ type holds for all
Fy=y eT.

+ Open terms: T > M = M’ € A is defined to hold when i+ My = My’ € Ay holds for all
Fy=y €T.
« Contexts: I' = I ctx is the least judgment closed under the following rules.
[ =T ctx > A=Atype
L= ot (T,a:A) = (I, a:A") ctx

The unary judgments - y € I', ' > A type,I' > M € A, and I ctx are shorthand for
Fy=yel,I' >A=Atype, T > M =M e A, and I" =T ctx respectively.

Notation 2.1.11. When we want to emphasize the dependence of the judgments on the
background type system, we add the prefix 7k ---,asin7 £ ' > A = A’ type.

Notation 2.1.12. Inavalue type system 7, given A type, we write [A]” for the necessarily
unique value relation such that 7 £ A | [A]". We omit the annotation 7 when it is clear
from context.

Having defined the type-theoretic judgments, we can begin checking that they satisfy
the kind of properties we would expect, assembling a collection of rules that can be used
to build up larger results without explicitly working with the definitions of the judgments.
From this point forward, we assume that our candidate type system 7 is a genuine type
system. As all of these rules are standard and fairly intuitive, we will not provide proofs
except to give a feel for the general shape of the arguments; for a more thorough tour, we
refer as always to [Ang19].
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Symmetry and transitivity We warm up by proving symmetry and transitivity of the
binary judgments, which follow more or less immediately from the corresponding prop-
erties of the value type system. It is convenient to first prove the rules for the closed
judgments, then extend them uniformly to the open judgments.

Rules 2.1.13 (Symmetry and transitivity for closed judgments).

- A= Btype - A = B type I B = C type
I B = A type A =C type
FM=NecA FM=N€cA FN=PcA
FN=MecA FM=PeA

Proof. Consider first the symmetry of the typing judgment. By definition of - A = B type,
our assumption is that A || Ay and B || By for some values Ay, By and 7 £ Ay ~ By | R for
some R. By symmetry of the value type system, it follows that 7 £ By ~ A, | R and thus
that I B = A type.

For transitivity, - A = B type tells us that A || Ay and B || By with 7 £ Ag = By | R,
while - B = C type tells us that B || By and C || Cy with 7 £ By = Cy | R". By determinism
of the type system, we know that By = Bj. Applying symmetry and transitivity of the
value type system, we can conclude that 7 £ By | Rand 7 £ By | R’; thus R = R’ by
unicity. Finally, transitivity of the value type system now applied with 7 £ Ay = By | R
and 7 £ By = Cy | R gives the result.

Symmetry and transitivity for terms follow by similar arguments, this time using the
fact that the relations returned by a value type system are always PERs. O

Rules 2.1.14 (Symmetry and transitivity for closing substitutions).

T ctx Fy=y €T I ctx Fy=y €T Fy =y” €T

Fy =yeTl Fy=y" el
Proof. By induction on the defining rules for closing substitutions and Rules 2.1.13. O

Rules 2.1.15 (Symmetry and transitivity for open judgments).

I ctx I' > A =Btype I’ ctx I' > A = Btype I' > B=Ctype
I' > B=Atype I' > A=Ctype
I' ctx '>M=NecA I' ctx '>M=NecA I'>N=PecA

II'>N=McecA I'>M=PecA
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Proof. We give the proof for type symmetry; the others follow the same pattern. Suppose
that I' > A = B type. To show I' > B = A type, let an arbitrary I y = y’ € I'; we must
show that I By = Ay’ type. By symmetry of the closing substitution judgment, we have
Iy =y eTl. Applying I' > A = B type with this substitution, we get I Ay’ = By type.
By symmetry of the closed typing judgment, we thus conclude I By = Ay’ type. O

Rules for open judgments follow in general from the closed case in this fashion: each
instance of the hypotheses implies the corresponding instance of the conclusion. For this
reason, we will typically only give proofs for closed versions of rules.

Exact coercion Unicity of the value type system implies the important exact coercion
rule, which allows us to transfer terms between equal types.

Rule 2.1.16 (Exact coercion).

I>M=M¢ecA I > A = Btype
I'>M=M €B

Structural rules The structural rules describe the behavior of variables in the context.
Weakening states that any true judgment is still true in the presence of additional hypothe-
ses; cut allows us to substitute terms for variables. For types, for example, we have the
following; similar principles apply to their elements.

Rules 2.1.17 (Structural rules for types).

WEAKENING Cur
> A=A type [ > Btype [,b:B> A=A type I'>N=N'€B
[,b:B> A=Atype [ > A[N/b] = A’[N’/b] type

Open substitutions Although not strictly necessary to fill out the picture in Figure 2.1,
it is useful to introduce a notion of open substitutions, substitutions from one context to
another. We can define these in the same way we defined closed substitutions, just with
all judgments parameterized by another context.

Definition 2.1.18 (Open substitutions). We define I' > y = y’ € T to be the least
judgment closed under the following principles.

I"'>y=y el TI'>M=M Ay
I'>.=.¢€. I'> (y,M/a) = (y,M'/a) € (T,a:A)
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An essential property of the open judgments is their stability under substitution: if
some open judgment I' > 7 holds and we have a substitutionI" > y € T, thenI" > Jy
also holds.

Rules 2.1.19 (Stability under substitution).

I"'>y=y el > A=A"type I">y=y el I>M=M©ecA

[’ > Ay = A’y type I"> My=MYy €Ay

I'>y=y el I'>§=8¢€A

['>8y=58y eA

In particular, we can see the structural rules as arising from this principle. For any
I' ctx, we have a trivial identity substitution I' > idr € I that replaces each variable
with itself. Weakening for types and terms then follows from the fact that we also have
I,b:B > idr €I. Similarly, cut follows from the existence of the extended substitutions
I' > (idr, N/b) = (idr,N’/b) € (I,b:B) forany I' > N = N’ € B. Finally, note
that the stability of substitutions themselves under substitution gives us composition of
substitutions.

2.1.4 Constructing a type system

Now that we have seen how to obtain a type theory from an operational semantics and
type system, let us instantiate the framework with an example or two. We list the defining
operational semantics rules for a bare-bones language in Figure 2.2, the terms of which
are drawn from the following grammar.

A BLM,N,P = a|(a:A) > B|Aa. N|NM
| (a:A) X B| (M,N) | fst(P) | snd(P)
| Nat | zero | suc(M) | elimnat(n.B; M; N, n.b.P)
| Id(A, M, N) | refl(M) | elimg(ag.a;.p.B, P,a.N)
| Unit | %
| Void | abort
| U

To define a value type system closed under the various type formers, we use the
Knaster-Tarski fixed-point theorem [Tar55; DP02, §8.20], which states that any monotone
operator on a complete lattice has a least fixed-point. (Here, we only need the theorem
for lattices of subsets.)
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Functions
Fr—F
(a:A) — Bval Aa. N val FM+— F'M (Aa.N)M — N[M/a]
Products
P+—— P P+— P
(a:A) X Bval (M, N) val fst(P) — fst(P’) snd(P) —> snd(P’)
fst((M,N)) — M snd({M,N)) — N
Natural numbers
Nat val zero val suc(M) val
N+— N’

elimyat(n.B; N; Z, n.b.S) — elimna (n.B; N'; Z, n.b.S)

elimnat(n.B; zero; Z,n.b.S) +— Z

elimyat(n.B;suc(N); Z,n.b.S) —> S[N/n, elimnat(n.B; N; Z,n.b.S) /b]

Identity types
Id(A, My, M;) val refl(M) val
Pr— P
elimg(ag.a;.p.B, P,a.N) — elim4(ag.a;.p.B, P, a.N)
elimg(ag.a;.p.B, refl(M),a.N) — N[M/a]
Unit Void Universe
Unit val * val Void val U val

Figure 2.2: Operational semantics for a bare-bones type theory
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Theorem 2.1.20 (Knaster-Tarski for power sets). Let S be a set and let F be an opera-
tor on subsets of S. Suppose that F is monotone: if T € T’ C S, then F(T) € F(T’). Then
there is a subset pF C S satisfying the following properties.

« pF is a fixed-point of F: we have F(uF) = pF.
o pF is the least pre-fixed-point of F: if any subset T C S satisfies F(T) C T, then uF C T.

In particular, pF is also the least fixed-point of F.

We construct value type systems by applying this theorem to the set Val x Val X
PER(Val), the subsets of which are the candidate value type systems. We also apply the
theorem with Val X Val in order to construct the relations interpreting individual types
with recursive structure, such as the natural numbers and inductive types more generally.
For these purposes, it is necessary that we obtain not only relations but PERs; in the case
of a candidate type system, we also need to check the uniqueness condition. To do so, we
introduce the following definitions.

Definition 2.1.21. Let R be a binary relation. We define relations Sym* (R) and Trans* (R)
as follows.

« M~ M € Sym*(R) holds when M ~ M’ € Rand M’ ~ M € R.
« M~ M € Trans*(R) when M ~ M’ € R and for any term N, we have:

- ifNa~MeR,then N~ M €R
- fM ~NeR,thenM =~ N’ €R.

Proposition 2.1.22. Given any binary relation R, we have Sym*(JR) = [Sym*(R) and
Trans™ (JR) = | Trans™ (R).

The following lemma, a trivial consequence of the universal property of the least pre-
fixed-point, provides a convenient set of conditions we can check to verify PER-hood.

Lemma 2.1.23. Let F be a monotone operator on binary relations. If F(Sym*(uF)) C
Sym*(uF), then pF is symmetric; if F(Trans*(uF)) C Trans*(uF), then pF is transitive.
In particular, if both hold, then yF is a PER.

Proof. The hypotheses say exactly that Sym*(uF) and Trans* (uF) are pre-fixed-points of
F, thus that uF C Sym*(uF) and pF C Trans*(uF). By inspection of the definitions of
Sym*(uR) and Trans*(pF), these two inclusions give that yF is symmetric and transitive
respectively. O
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For example, we may define a relation for natural numbers to be generated by zero
and suc (“successor”) constructors and check that this is a PER.

Example 2.1.24 (Natural numbers PER). We define a monotone operator F on relations.
For any R, F(R) is the union of the following clauses.

« zero ~ zero € F(R).
e suc(M) ~ suc(M) € F(R) whenever M ~ M’ € ||R.

Set Nat := pF. By simple inspection, we have F(Sym*(R)) = Sym*(F(R)) for any R,
so in particular F(Sym*(uF)) = Sym*(uF). For transitivity, suppose we have V ~ V' €
F(Trans*(uF)). We want to show W ~ W’ € Trans* (uF), so let W, W’ with W ~ V € uF
and V' ~ W’ € uF be given. By definition of F, we are in one of two cases: either
V =V’ = zero, or V = suc(M) and V' = suc(M’) with M ~ M’ € | Trans*(uF). In the
former case, we must also have W = W’ = zero, so W ~ W’ € pF. In the latter, we can first
conclude that W = suc(N) and W’ = suc(N’) with N ~ M € JuF and M’ ~ N’ € |JuF.
From M ~ M’ € || Trans*(uF), we have M ~ M’ € Trans*(|uF) by Proposition 2.1.22. Tt
follows that N ~ N’ € |JuF, and thus that suc(N) =~ suc(N’) € yF.

We define analogous operators on candidate type systems.

Definition 2.1.25. Let 7 be a candidate value type system. We define candidate value
type systems Sym* (), Trans* (z), and Uni*(7) as follows.

« Sym*(r) EV ~ V' | Rholds when V ~ V' € Sym*(z[R]).
e Trans*(r) EV =V’ | Rholds when V = V' € Trans*(r[R]).

e« Uni*(r) V.~ V' | Rholds when7 £ V ~ V' | R and for any other PER R/, if
TV ~V’ | R holdsthenR =R'.

Lemma 2.1.26. Let F be a monotone operator on candidate value type systems such that
F(Uni*(uF)) € Uni*(uF), F(Sym*(uF)) C Sym*(uF), and F(Trans*(uF)) C Trans*(uF).
Then pF is a value type system.

Proof. Following the proof of Lemma 2.1.23. ]

Our first example of a type system includes function, product, and identity types, a
natural numbers type, and unit and empty types.

Example 2.1.27 (Small type system). We define an operator F on candidate value type sys-
tems as follows: given 7, F(r) is the union of the following clauses.
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« F(tr)E(a:A) > Bz (a:A") —» B’ | R whenever

- A~ A’ € ||7[S] for some PER S,

- we have a family of value PERs (Tjr)aeys such that for every M ~ M’ € ||S, we have
B[M/a] = B'[M’/a] € |r[Ty] and Ty = Tyyr,

- V = V' € R holds exactly when V = Aa.N and V' = Aa. N’ for some N, N” with
N[M/a]l =~ N'[M'/a] € Ty for every M =~ M’ € ||S.
« F(r)E(a:A) XB=~ (a:A") X B" | Rwhenever

- we have S and (Ty)meys as in the function type clause,
- V =V’ € Rholds exactly when V = (M, N) and V' = (M’, N’) for some M, M’, N, N’
withM ~ M’ € |[Sand N ~ N’ € |Ty.
« F(1) £ Id(A, Mo, My) = Id(A, M, M;) | R whenever

- A~ A’ € ||7[S] for some PER S,
- My = Mj € |S,
- My =~ M] € |IS,
- V = V' € R holds exactly when V' = refl(M) and V' = refl(M’) with M ~ M’ € ||S,
M=~ M, € ||S,and M ~ M; € ||S.
« F(7) £ Nat ~ Nat | Nat, where Nat is as defined in Example 2.1.24.
« F(7r) E Unit & Unit | Rwhen V * V' e Rifand only if V =V’ = %.
« F(7) F Void ~ Void | R when R is the empty relation.

We define the candidate value type system 7, to be the least fixed point of F.
Proposition 2.1.28. 7 is a value type system.

Proof. By way of Lemma 2.1.26, as in Example 2.1.24; see [Angl9, Lemma 2.6] for an
explicit proof. O

We show below that 7, validates standard rules for each of the types included. We
may use 7y as a stepping stone to construct a type system 7; with a universe: the elements
of U in 7; will be the types of 7.

Example 2.1.29 (Type system with one universe). We define a monotone operator U on can-
didate type systems as follows: given 7, U(7) E V = V' | Rholds when V =V’ = U and R
is the relation W * W €e R &= 3S.7 W ~ W’ | S. We define a candidate value type
system 77 to be the least fixed point of the monotone operator 7 — F(7) U U(1).
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Proposition 2.1.30. 7 is a value type system.

Both 7; and its universe U will be closed under functions, products, and identity types
and contain natural numbers, unit, and empty types; the universe does not of course
contain itself. As demonstrated in [Ang19, §2.2], we could repeat this process to define
type systems 7, with n universes, and ultimately a type system z,, := |, 7, with an infinite
hierarchy of universes Uy, € U; € U, € ---. For our purposes, a single universe is
sufficient, so we satisfy ourselves with 7.

Remark 2.1.31. In the case that a monotone operator F on a complete lattice is Scott-
continuous—that is, preserves directed sets—its fixed point may be characterized as the
union of the sequence ® € F(0) € F?(0) C --- [Sco72]. The operator F used in Exam-
ple 2.1.27 is not continuous, however, as a counterexample observed by Harper demon-
strates [Har92, Theorem 7.1]. Consider the following type.

A = (n:Nat) — elimyna(_.U; n; Nat, _.B.B X Nat)

This is the type of functions that, for every natural number n, returns an element of the
(n+1)-fold product of Nat. For each n € N, the candidate type system F"(() for F defined
in Example 2.1.27 only contains the k-fold product of Nat for every k < n, so the union
Unen F"(0) does not contain A. The least fixed point of F, on the other hand, does contain
this type.

2.1.5 Rules for type and term formers

We now take a look at the specific properties of 7y and 7y, namely the types that they
support. The rules we check for each type follow a general pattern we will see repeated
across every type former we introduce in this thesis: there are formation, introduction,
elimination, reduction, and (possibly) uniqueness rules.

2.1.5.1 Functions

To start with, let us consider function types, which we have included in both 7, and 7.
Our first rule, formation, gives conditions under which a function type is well-formed. For
this rule and for all subsequent rules, we give a proof for the case where the conclusion is
a closed judgment. The rule for open judgments then follows by applying the closed rule
pointwise, as in the derivation of Rules 2.1.15 from Rules 2.1.13 above.

Rule 2.1.32 (Function formation).

FA=A"type a:A> B=PB type
F(a:A) > B=(a:A") — B type
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Proof. Function types are always values: we have (a: A) — B |} (a: A) — B and likewise
for (a: A’) — B’. Thus the conclusion follows from the hypotheses and the definition of
the type system, which gives 7; £ (a: A) —» B~ (a: A”") — B’ | R (for a certain R). O

Next, we have the introduction rule, which gives conditions under which we may
construct (i.e., introduce) an element of a function type. An element of (a: A) — Bis, as
one might expect, an element of B that is typed in a context extended with a hypothesis
of type A.

Rule 2.1.33 (Function introduction).

I A type a:A> Btype a:A>N=N€B
FAa.N=2Aa.N" € (a:A) —> B

Proof. A-abstractions are always values, so it is enough to check that 7; E (a: A) - B | R
with Aa. N = Aa. N’ € R, which holds by the hypotheses and definition of z;. O

So far we have dealt only with values; now we come to some actual computation.
Whereas we introduce a function by abstracting a variable, we use (or eliminate) a function
by applying it to some term.

Rule 2.1.34 (Function elimination).

FF=F € (a:A) — B FM=M €A
F FM =F M € B[M/a]

Proof. From the assumption + F = F’ € (a:A) — B and the definition of the relation
for the function type, we have that F || Aa. N and F || Aa. N’ for some N, N’ such that
a:A > N = N’ € B. We may instantiate the latter judgment with the closing substitution
(M/a) = (M’/a) € (a:A) to obtain + N[M/a] = N'[M’/a] € B[M/a]. Expanding the
definition, we have B[M/a] || V, N[M/a] | W, and N’'[M’/a] | W’ with r; £ V | R (for
some R)and W ~ W’ € R.

Referring to the operational semantics for functions in Figure 2.2, we see that F M +—*
(Aa. N) M and (Aa. N) M +—— N[M/a]; thus FM | W. Likewise, we have F' M’ || W’. It
therefore follows from W ~ W’ € Rthat - FM = F' M’ € B[M/a]. O

We can show that the operational semantics rule (1a. N) M — N[M/a] gives rise to
an equation in the type theory: if we define a function by abstracting a variable in a term
and then apply it to some second term, this is the same as substituting the second term
for the variable in the first. Such a rule that governs the reduction of an elimination form
applied to an introduction form is often called a S-rule.
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Rule 2.1.35 (Function reduction).

a:A>NEe€B FMeA
I (Aa. N)M = N[M/a] € B[M/a]

Proof. By instantiating a: A > N € B, we have - N[M/a] € B[M/a]. Thus B[M/a] | V
and N[M/a] | W with 7; E V | R (for some R) and W € R. As (Aa. N) M —— N[M/a],
we also have (da. N) M | V, and thus I (Aa. N) M = N[M/a] € B[M/a]. O

The proof of function reduction is an instance of a general principle called head ex-
pansion: if M —* Nand N = N' € A, then M = N’ € A.

Finally, we can show that any element of a function type is equal to some A-abstraction.
A rule of this kind, characterizing all elements of a type as equal to some introduction
form, is often called an 5-rule.

Rule 2.1.36 (Function uniqueness).

- A type a:A > Btype FFe(a:A) —> B
FF=MAa.Fa€ (a:A) — B

Proof. By v F € (a:A) — B, we have that F || Aa. N witha: A > N € B. By head
expansion, it follows that - F = Aa. N € (a: A) — B. By weakening and function elim-
ination (for open terms), we thus have a: A > Fa = (Aa. N) a € B. Function reduction
then gives a: A > (da.N)a = N € B, so by transitivity a: A > Fa = N € B. Applying
function introduction and symmetry, we get - Aa. N = da. Fa € (a: A) — B. A second
application of head expansion with F —* Aa. N gives the result. O

2.1.5.2 Products

The elements of the product type (a : A) X B are pairs (M, N) where M is in A and N is
in B[M/a]; given an element of the product type, we can project its first component with
the fst operator or its second component with the snd operator. The proofs of the rules
for function types are readily adapted to check the corresponding rules for product types,
so we merely list the results here and leave the proofs as an exercise for the reader.
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Rules 2.1.37 (Rules for products).

FormATION
FA=A"type a:A> B=B type

F(a:A)xB=(a:A") X B type

INTRODUCTION
- A type a:A> Btype FM=M €A N =N"€ B[M/a]

{(M,N)=(M',N’) € (a: A) X B

EriMINATION-FST ELIMINATION-SND REpUCTION-FST
FP=P €(a:A)xB FP=P €(a:A)xB FMeA

- fst(P) = fst(P') € A I snd(P) = snd(P’) € B[fst(P)/a] I fst((M,N)) =M¢e A

REDUCTION-SND UNIQUENESS
N € B[M/a] FPe(a:A)XB
I snd({M,N)) = N € B[M/a] I P = {fst(P),snd(P)) € (a:A) XB

2.1.5.3 Natural numbers

The natural numbers will be our paradigmatic example of an inductive type, a type whose
elements those constructible from a specified set of operators. (Eventually, they will be
one particularly trivial instance of the schema for higher inductive types introduced in
Part II.) The two introduction rules provide the two ways of constructing a natural num-
ber: zero is a natural, and the successor of any natural is again a natural number.

Rules 2.1.38 (Formation and introduction for natural numbers).

. I 7 INTRODUCTION-SUC
ORMATION NTRODUCTION-ZERO LN =N’ € Nat

I Nat type I zero € Nat I suc(N) = suc(N’) € Nat

Rather than a projection rule in the vein of function or product types, elimination from
the natural numbers is accomplished by an induction principle: to construct a dependent
function from Nat into some type family n: Nat > B type, we describe what to do in the
zero and suc cases. As shown in the first rule of Rules 2.1.39 below, that data comes in
the form of a term Z € B[zero/n], explaining what to do with zero, and a parameterized
term n: Nat,b: B> S € B[suc(n)/n], explaining what to do with suc(n) given a natural
n and the result b of recursively applying the eliminator to n.
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Rules 2.1.39 (Elimination for natural numbers).

ErimINATION
n:Nat > B = B type
I N =N’ € Nat +Z = Z' € B[zero/n] n:Nat,b: B> S =25 € B[suc(n)/n]

I elimnat(n.B; N; Z,n.b.S) = elimyat(n.B'; N'; Z',n.b.S") € B[N/n]

REDUCTION-ZERO
I Z € B[zero/n]

I elimnat (n.B; zero; Z, n.b.S) = Z € B[zero/n]

REDUCTION-SUC
n:Nat > B type

- N € Nat I Z € B|zero/n] n:Nat,b: B> S € B[suc(n)/n]
I elimnat (n.B; suc(N); Z, n.b.S) = S[N/n, elimnat(n.B; N; Z, n.b.S) /b] € B[suc(N)/n]

Because of the recursive character of Nat, we need a bit of setup to prove the well-
typedness of the eliminator. We begin by defining a value relation En,t whose elements
are the values on which the Nat eliminator is well-behaved.

Definition 2.1.40. We define V ~ V'’ € En, to hold when V ~ V’ € [Nat] and for every
n:Nat > B = B’ type, Z = Z’' € B[zero/n],and n: Nat,b: B> S =S € B[suc(n)/n], we
have I elimn,(n.B; V; Z,n.b.S) = elimyy(n.B; V'; Z’,n.b.S") € B[V /n].

We will show that all values of Nat are contained in En,t by exploiting the definition
of the value relation for Nat as the least closed under zero and suc.

Lemma 2.1.41. zero € Enat.

Proof. Forany B,B’,Z,Z’,S,S’ as in the definition of En,, the operational semantics tells
us that elimn,t(n.B; zero; Z, n.b.S) — Z and elimy,(n.B’;zero; Z’, n.b.S") — Z’. That
I elimnat(n.B; zero; Z, n.b.S) = elimna(n.B';zero; Z/, n.b.S’) € B|zero/n] thus follows
from the assumption I Z = Z’ € B[zero/n] by head expansion on either side. m]

Lemma 2.1.42. If N ~ N’ € |JEnat, then suc(N) = suc(N’) € Enat.

Proof. Forany B,B’,Z,7’,S, S’ as in the definition of En,;, the operational semantics gives
us the following reductions.

elimyat(n.B;suc(N); Z,n.b.S) — S[N/n, elimnat(n.B; N; Z, n.b.S) /b]
elimyat(n.B;suc(N); Z’,n.b.S") — S’[N’/n, elimna (n.B'; N'; Z',n.b.S") | b]
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Expanding N ~ N’ € |Enat, wehave N | Vand N’ || V' with I elimnae(n.B; V; Z,n.b.S) =
elimNat(n.B;V'; Z’,n.b.S") € B[V /n]. By head expansion on either side, we see that I
elimnat(n.B; N; Z,n.b.S) = elimya(n.B';N’;Z',n.b.S’) € B[V /n]. We also have + N =
V € Nat by head expansion, so it follows from exact coercion that these two terms are
also equal as elements of B[N /n].

Instantiating the hypothesis n: Nat,b: B > S = §’ € B[suc(n)/n] withi- N = N’ €
Nat (which follows from N ~ N’ € ||ENat) and the above, we see that

S[N/n,elimnat(n.B;N; Z, n.b.S)/b] = S'[N’/n, elimnat(n.B'; N'; Z',n.b.S") /b]

in B[suc(N)/n]. Now our desired equation follows by head expansion on either side. O

These two lemmas give us what we need to prove Rules 2.1.39.

Proof (of Rules 2.1.39). By Lemmas 2.1.41 and 2.1.42, ENa is closed under the clauses in-
ductively defining [Nat], so we conclude that [Nat] C Eat.

Suppose we have I N = N’ € Nat along with the other hypotheses of the elimination
rule; then N | Vand N’ || V' with V = V’ € [Nat], and in particular V =~ V' € Enat. By
definition of Enat, this means I elimyat(n.B; V; Z,n.b.S) = elimya(n.B;V'; 2/, n.b.S") €
B[V /n]. Applying head expansion on either side and using the equation I N = V € Nat
in the type, we obtain the conclusion of the elimination rule: I elimn,t(n.B; N; Z,n.b.S) =
elimnat(n.B';N’; Z',n.b.S") € B[N/n].

The reduction rules now follow immediately from head expansion. m]

2.1.5.4 Identity types

Although part of our goal in this thesis is to replace Martin-Lo6f’s identity types with
cubical path types, it will nevertheless be useful to have a working understanding of the
former. The identity type is an example of an indexed inductive type, a type generated by
constructors that inhabit different indices of a family of types. It, too, will be an instance
of our schema for higher inductive types in Part II.

In particular, the identity type at type A is indexed by two terms My, M; € A; the
elements of the instance Id(A, My, M;) are proofs that My and M; are equal. The sole
constructor for the identity type, called refl for “reflexivity”, establishes that the reflexive
identity types Id(A, M, M) are inhabited; by exact coercion, this implies that the types
Id(A, My, M) are moreover inhabited whenever M, = M; € A.
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Rules 2.1.43 (Formation and introduction for identity types).

ForMATION
FA=A"type FMy=M;€eA FM =M] €A

- 1d(A, Mo, My) = 1d(A", M}, M}) type

INTRODUCTION
I A type FM=M €A

I refl(M) = refl(M") € Id(A, M, M")

One elimination principle for identity types, historically known as the “J rule” after
Martin-Lof, expresses the inductive generation of the family of identity types by the refl
constructor. When we have a property ag : A, a; : A, p : 1d(A, ao, a;) > B type dependent
on pairs of terms and identities between them, it suffices to prove it in the case that the
identity is refl.

Rules 2.1.44 (Elimination for identity types).

ELIMINATION
ap:A,a;: A p:ld(A ag,a1) > B =B type M, € A
M €A P =P €ld(A, My, M;) a:A> N =N’ € Bla/ag, a/ay, refl(a)/p]

I elimig(ag.a;.p.B, P,a.N) = elimyq(ag.a;.p.B, P’,a.N") € B[My/ao, M1/ay1, P/p]

ReDUCTION
ap:A,ar: A p:1d(A ap,a1) > Btype
FMeA a:A> N € Bla/ay, a/ay, refl(a)/p]

I elimig(ao.a;.p.B, refl(M),a.N) = N[M/a] € B[M/ay, M /a1, refl(M)/p]

Although the ] rule captures the inductive generation of the identity family by the
refl constructor, it is actually a fairly weak principle. In particular, it does not suffice to
show that proofs of identities are unique: that for any P, Q € Id(A, My, M;), there exists
some T € Id(Id(A, My, M), P, Q). This principle is nonetheless true in the computational
semantics—indeed, we have refl(P) € Id(Id(A, My, M;), P, Q). The semantics validates
the much stronger equality reflection rule, which turns elements of identity types into
judgmental equalities.

Rule 2.1.45 (Equality reflection).

My € A M, € A - P e Id(A, My, My)
-My=M €A
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The equality reflection rule presents difficulties from the perspective of formalism
design; a formalism that includes equality reflection (such as Nuprl [Con+86]) necessar-
ily has an undecidable equality judgment, which precludes techniques for automatically
checking the truth of judgments. This motivates the restriction to the J rule in formalisms,
possibly supported by the uniqueness of identity proofs principle (UIP). As a side effect,
the fact that the J rule is compatible with non-unique identity proofs motivated early work
in higher-dimensional type theory and models thereof, as we will see below.

2.1.5.5 The unit and empty types

We have included also a type with one element, Unit, and a type with no elements, Void.
These are somewhat degenerate: the unit type needs no elimination rule, because its single
element carries no interesting information, while the empty type needs no introduction
rule, because there is nothing to introduce. The empty type is useful in particular for
expressing falsehoods: we can inhabit A — Void if A is empty, i.e., if A regarded as a
theorem is false. The elimination rule for Void says that we can construct an element of
any type if we have an element of Void.

Rules 2.1.46 (Unit type).
FORMATION INTRODUCTION

I Unit type - % € Unit

Rules 2.1.47 (Empty type).

ELIMINATION
FormaTION I A type - M € Void
I- Void type I- abort € A

2.1.5.6 Universe

Finally, our type theory 7; includes a universe of (so-called “small”) types. The typical
rules for a universe are fairly simple: any element of the universe is a type, and the uni-
verse is closed under the same operators as 7.

Rules 2.1.48 (Universes).

FA=A"€U FA=A"eU a:A>B=B €U
F U type A=A type F(a:A) > B=(a:A") - B €U
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The benefit of having a universe is that we can write definitions and prove theorems
that quantify over types within the theory. For example, we can define composition of
functions between arbitrary types:

AA,B,C, 9, f,a.g(fa) € (ALB,C:U) > (B—C) > (A—>B) > (A—C)

(For concision, we group iterated abstractions, such as (A: U) — (B:U) — --- and
AA.AB. - - - in the above, as comma-separated lists.)

2.2 Formalisms

If a type theory is a definition of truth, a formalism is a window onto truth; in computer
science terms, an interface. The concerns of formalism design are much the same as those
of interface design. On the one hand, there is usability: is the formalism expressive enough
to prove the kind of results we want to prove, and is it structured to make them easy to
prove? On the other hand, there is range of applicability: is the interface generic enough
to be used as a window on a wide variety of notions of truth (i.e., implementations)?
Formalisms are particulary relevant to type theories because they can form the basis of
proof assistants, programs that help a user develop proofs and check their correctness.

Algebraic theories Our type theories are built on top of an untyped programming lan-
guage, the terms of which are the subjects of the typing judgments. This is sensible if
we want to ground our truth in computation, but for an interface we would like to ab-
stract away those details; this way we can realize the interface with implementations
that compute differently, do not compute, or are not syntactic at all (such as set-theoretic
interpretations).

Various techniques therefore exist to ensure that a formalism does not make reference
to so-called “raw terms”. For example, the substitution operation —[M/a] we have used
in our computational type theories is an operator on raw terms; in our formalisms, we
avoid it by using explicit substitutions [ACCL91], term formers that are internal to the
type theory (of the same status as, say, suc(—)) rather than external operations.

These techniques have the additional useful effect of making our formalisms instances
of the class of generalized algebraic theories (GATs) [Car86]. All GATs satisfy certain
generic results; for example, the collection of interpretations of a given GAT can be orga-
nized into a category (the category of models) with an initial object given by the so-called
syntactic model. These results are tremendously useful for establishing key properties of
the formalism such as normalization, as is well-demonstrated by a recent explosion of re-
search (e.g., [Shul5; Coq19; CHS19; KHS19; SAG19; SA21]). Proving any such properties
is beyond the scope of this thesis, but we aim with our novel formalism in Part III to create
a setting amenable to such approaches.
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We make one concession to readability by not completely annotating terms. For our
formalism to be a GAT, the terms should be annotated with enough information to recover
the derivation of their well-formedness; for example, the function application F N should
be annotated with the domain and codomain types of F. It is mechanical enough for a
reader to deduce what annotations should be present in a completely formal presentation,
so we will suppress them here.

In the following, we describe the skeleton of a formalism for our small type theory,
highlighting the considerations that drive formalism design (as opposed to the design of
computational models).

2.2.1 Intensional type theory

Judgment Presuppositions Reading

I' ctx I' is a context

I'ry:T (T, I ctx) y is a substitution from I to A
I'ry=y:T ([Tryy:T) y and y’ are equal substitutions

I'+ Atype (T ctx) Ais a type in context T’
'rA=A"type (T'+A A type) AandA’ areequal types in context I’
rr-M:A (T + A type) M is a term of type A in context I’
rrM=M:A (TrMM :A) Mand M are equal terms

Figure 2.3: Judgments of the ITT formalism

Judgments and presuppositions Like a type theory, a formalism is based on a collec-
tion of judgments delineating the well-formed and equal types and elements. For ITT, we
have the judgments shown in Figure 2.3. We use I and : for entailment and elementhood
in formal judgments, reserving > and € for computational judgments. Whereas a com-
putational type theory defines the judgments, a formalism merely provides an interface
in the form of a collection of rules.

To simplify the presentation of rules, we attach to each formal judgment a collection
of presuppositions, assumptions under which it makes sense to state a judgment. For ex-
ample, the judgment I' - M : A presupposes that I' is a context and A is a type; only under
those circumstances does it make sense to ask whether M is an element of A supposing
I'. This allows us to omit hypotheses like I' ctx and I' + A type from rules when it is clear
the rule would not make sense otherwise. Unlike the PER-based computational interpre-
tation, in which we define the unary judgment forms from the binary, here we require
both sides of an equation to be well-formed before we can state it.
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Explicit substitutions We eliminate the dependence on raw term substitution by mak-
ing substitution application an operation inside the type theory, taking an open substitu-
tion I" + y : T as an argument.

I'ry:T [+ Atype I'ry:T FFM:A
"+ Aly] type Ik M[y] : Aly]

The substitutions form a category: there is always an identity substitution, and we can
compose substitutions.

vy : 1’ I'ry:T
Frid:T I"rFyoy :T

These are subject to the usual equations: idoy = y, yoid = y, and yo (y oy”) =
(y oy’) oy”. We moreover have equations for computing the action of a substitution.

vy 1’ ["+y:T [+ Atype
Alid] = A type T'+Alyey’] =Alylly'] type

When we arrive at the function type below, we will introduce further equations that com-
pute substitutions at each term and type former; for example, function application will
come with an equation (F M)[y] = F[y] M[y].

Hypotheses and variables Again for the purpose of simplifying metatheoretic analysis,
we avoid introducing named variables. Thus, a context is not a lookup table associating
names with types, but merely a list of types.

I' - Atype
- ctx I''A ctx

An extended context I'.A comes with a weakening substitution (written p for “projection”)
that throws away the assumption. On the other hand, we can construct a substitution from
some I into an extended context I'.A by taking a substitution I'" + y : " and attaching an
additional term I + M : A[y].

I ctx [+ Atype ['vy:T [+ Atype '+ M:Aly]
TArp:T '+ y.M:T.A

In an extended context I'.A, we always have access to at least one variable, namely
the one of type A at the top of the the context; we write v for this variable. (Note that we
weaken A so that it is well-formed in context I".A.)

I' - A type
I'Arv:A[p]



42 Martin-Lof’s type theory

In a context like I'.C.B.A, variables further back in the context are accessible by way of
the projection substitution: we have I'C.B.A + v : A[p], I.C.B.A + v[p] : Blpopl,
and T.C.B.A + v[pop] : C[popop]. (Henceforth we write p?, p?, etc. for such iterated
projections.) When we apply a substitution I” + y.M : T.A into an extended context,
the top variable v is instantiated with M by way of the first equation below, while other
variables search deeper in the context via the second.

["+y:T I'+ Atype '+ M:Aly]
'+ v[y.M] =M:Aly]

["+y:T [+ Atype "+ M:Aly]
I'tpo(yM)=y:T

Note that the substitution pairing operator —.— and the two projections p and v behave
much like the constructor (—, —) and projections fst and snd of the dependent product
type; intuitively, the extended context I'.A is the dependent product of I' and A. The
uniqueness rule for products also has a counterpart.

I'ry:T.A I+ Atype
I'ty=(poy)vly]:T.A

The mechanical simplicity of nameless variables does unfortunately come at the cost
of some readability, so we might be forgiven for using names and leaving the translation
to p’s and v’s to the reader. We nevertheless stick to a nameless presentation, as such
a translation becomes less evident in the presence of the new context formers (bridge
interval extension and restriction, modalities) we introduce in Parts III and IV.

Function types Now that we have seen how to deal with variables in an algebraic fash-
ion, the rules for function types contain no surprises. (Since there is no need to include a
variable binding, we write A — B here even for dependent function types.)

I' - Atype I''A+ Btype 'A+N:B
'+ A — Btype I'rA(N):A—B
I''A+ Btype '+F:A— B '-M:A I'A+N:B '-M:A
'+ FM : B[id.M] I' F A(N)M = N[id.M] : B[id.M]
'rF:A—B

I'+F=A(Flp]v):A—B
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We leave off congruence rules—if A = A’ type and B = B’ typethen A — B = A" — B type
and so on—as these can be mechanically inferred.

To give equations for the calculation of substitutions in function types, we first observe
that context extension has a functorial action on substitutions: given I +- y : I and a type
[ + A type, we have I".A[y] + y* : I.A defined by y* := (y o p).v. Using this, we can
propagate substitutions beneath binders as follows.

(A — B)[y] = Aly] — Bl[y"]
(AM)[y] = AM[y*])
(FM)[yl = Fly] M[y]

Remember, this is not a definition of substitution by clauses; this is a specification of
equations that an interpretation of substitution should satisfy. Of course, if we do not
provide sufficient equations, the formalism will be poorly behaved, but this does not mean
the formalism is incompletely defined, only unsatisfactory.

We leave the formulation of rules for the other types to the reader; one may simply
mimic the suite of rules developed in Section 2.1.

Interpretation in computational type theories Once we have laid out a formalism,
we can ask whether a given computational type theory is an instance of the interface it
presents.

To start with, we need an interpretation |—| of formal contexts, substitutions, types,
and terms as untyped syntax (or operations, in the case of substitutions).! Given this, there
is a canonical candidate interpretation for a formalism with the judgments given above
in the kind of computational type theory we have described: we interpret I' A type as
IT'| > |A| type,T' v M : A as [T'| > |M| € |A|, and so on. The interpretation is sound if
the interpretation of every rule in the formalism is a true principle in the interpretation.
We will not go through the work of proving such a theorem here, but the process is fairly
straightforward: we have already done the bulk of the work by proving rules for each of
the type formers in Section 2.1.

Adequacy One key property we can ask of a formalism for a computational interpre-
tation is computational adequacy, the property that the reductions of the interpretation’s
operational semantics are tracked by the equational theory of the formalism.

Proposition 2.2.1 (Adequacy). If - + M : Aand |[M| + |N|,then - + M =N : A.

! As we are translating from a nameless to named representation of variables, this function should really
be parameterized by a variable environment.
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This property is indeed satisfied by ITT, reflecting intuitively that it includes the nec-
essary rules for calculating the results of eliminators and substitutions at each type. Ade-
quacy expresses a kind of constructive character of a formalism: for example, if we con-
struct a term of natural number type, it can be “run” to obtain an explicit natural number.
Note that a formalism that is constructive in this sense may still have non-constructive
models: adequacy only shows that elements definable in the formalism can be computed.

2.2.2 A non-computational model

As mentioned above, properties like adequacy of a formalism do not prevent us from
interpreting that formalism in non-constructive settings. As an example, we sketch a
set-theoretic interpretation of the formalism described above.

We begin by interpreting contexts I' as sets [I'] € Set and substitutions I” + y : T
as set-theoretic functions, [y] : [I"] — [I]. We interpret T + A type as a family of
sets ([A]1)e[r], and terms T' + M : A as families of elements: ([M]);e[r) where [M]; €
[A]; for each I € [I']. The equality judgments are interpreted by set-theoretic equality.
Application of substitution is interpreted by reindexing of families: given I''  y : ' and
I + A type, we define [A[y]]r = [A]f). We interpret the empty context by a one-
element set, [ - | := {x}, and context extension by disjoint union (i.e., coproduct) over the
elements of the base context: [I.A] = [I;¢[ry[Al:-

Moving on to type formers, we can interpret dependent function types as products,
[A — Blr = [laepa),[Bl.0)» and dependent products as disjoint unions [A X B]; :=
[Haefap, [Bl(1.0)- The identity type I1d(A, My, M;) can be interpreted as a one-element set
when M, and M, are equal and the empty set otherwise.

[1d(A, Mo, M) = {% | [Mo]; = [Mi];}

We may interpret the universe by assuming that our set theory supports a Grothendieck
universe, essentially a set large enough to be closed under the various type formers.



Chapter 3

Cubical type theory

Cubical type theory enhances Martin-Lo6f’s type theory with a contentful notion of equal-
ity, the path. It will be the basic substrate with which we work for the remainder of this
thesis; Parts II to IV each describe extensions of cubical type theory. We can separate the
history of cubical type theory into several distinct if frequently interacting strands: the
history of higher-dimensional models of intensional type theory, the history of higher-
dimensional formalisms, and the history of constructivity and computation for the two.

Higher-dimensional models The earliest higher-dimensional model of ITT is Hof-
mann and Streicher’s groupoid interpretation [HS98]. By higher-dimensional model, we
mean one that refutes the uniqueness of identity proofs (UIP) principle. Said principle
states that any pair of proofs of identity are themselves identical.

Atype  MNe€A  P,Qeld(AMN)
uip € Id(1d(A, M, N), P, Q)

Hofmann and Streicher’s model was indeed designed for the purpose of refuting this prin-
ciple, showing it independent of ITT. They interpret types as groupoids, categories in
which every morphism is invertible. The identity type between elements a and b of a
groupoid G is then the set (i.e., discrete groupoid) of morphisms between them, which
may contain multiple elements. The model thus has one level of higher structure: there
can be distinct proofs of identity between two objects, but any two proofs of identities
between identities are necessarily identical.

Awodey and Warren [AW09] picked up this thread by establishing a connection be-
tween ITT’s identity type and the concept of a weak factorization system from homotopy
theory. In his dissertation, Warren shows that one can construct n-dimensional models
of ITT for every n—each refuting an n-dimensional version of UIP—as well as an infinite-
dimensional model in strict w-groupoids that refutes all such principles. Van den Berg and
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Garner generalized Awodey and Warren’s results to construct a larger class of higher-
dimensional models of ITT, including the infinite-dimensional topological spaces and sim-
plicial sets [BG12]. Beyond proving independence results for UIP-like principles, these
models opened the possibility of using ITT as a language for proving theorems about
such higher-dimensional settings.

Formalisms Around the same time, Gambino and Garner established a result in the op-
posite direction: the syntactic category of ITT—the category with contexts as objects and
substitutions as morphisms—contains a non-trivial weak factorization system [GGO08].
That is, this structure can not only appear in models of ITT, but is visible in the formal-
ism itself. Van den Berg and Garner further showed that that every syntactic type has
the structure of a weak w-groupoid, with operations such as composition and inverse of
identities defined using the ] rule [BG11].

Separately, Voevodsky became interested in ITT as a tool for formalizing results from
homotopy theory. He proposed extending ITT with an axiom, which he dubbed the uni-
valence axiom [Voel4], that identifies identities between types in a universe with isomor-
phisms. Voevodsky developed a model of ITT with the univalence axiom in simplicial sets,
which has been since been described by Kapulkin and Lumsdaine [KL12a]. It is perhaps
worth noting that Voevodsky was not primarily interested in using higher-dimensional
theory to study homotopy theory synthetically in the style of, e.g., [Uni13, §8]. Rather,
he was interested in formalizing zero-dimensional (“set-level”) mathematics and saw the
univalence axiom as indispensable for this purpose. His program, which he referred to as
the Univalent Foundations, is embodied in the ongoing UniMath project [VAG+20].

The Special Year on Univalent Foundations of Mathematics at the Princeton Institute
for Advanced Study culminated in the publication of Homotopy Type Theory: Univalent
Foundations of Mathematics [Uni13], the “HoTT Book”, produced collaboratively by the
participating researchers. The HoTT Book explores the consequences of the univalence
axiom in ITT, with a particular eye towards synthetic homotopy theory: using the higher-
dimensional elements of ITT as a language to study higher-dimensional mathematics. For
this purpose, the HoTT Book also assumed a (not-so-precisely delineated) collection of
higher inductive types. Conceived at a 2011 workshop in Oberwolfach by Bauer, Lums-
daine, Shulman, and Warren, higher inductive types generalize inductive types to enable
the direct construction of higher-dimensional spaces such as n-dimensional spheres. With
these in hand, it became possible to replicate and formalize results from classical homo-
topy, such as the calculation of the fundamental group of the circle [LS13] and the 4th
homotopy group of the 3-sphere [Brul6]. We use the name homotopy type theory (HoTT)
for the particular extension of ITT with the univalence axiom and higher inductive types
defined in the Book, although it is sometimes used as a name for the field more generally.

However, the introduction of all these axioms in ITT destroyed the constructive char-
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acter of the theory. The axioms provide no way to evaluate a term - + N : Nat that uses
the univalence axiom or higher inductive types, so canonicity fails in HoTT. Indeed, it was
not even known whether homotopy theory had a constructive model, that is, whether it
was possible to interpret the formalism without relying on classical principles; Bezem, Co-
quand, and Parmann showed that Voevodsky’s simplicial model relied in an essential way
on non-constructivity [BCP15]. Despite this dismal state of affairs, computer scientists
were drawn to the promise of homotopy type theory: if it could be made computational,
it had the potential to resolve several unsatisfactory aspects of ITT. The univalence axiom
implies function extensionality, the principle that functions are identified when they are
pointwise identified, which is infuriatingly unprovable using only the ] rule. Univalence
itself, of course, gives a satisfying characterization of equality in the universe, which ITT
fails to say anything about on its own. Higher inductive types, meanwhile, would provide
effective quotients.

Constructivity and computation In pursuit of a computational interpretation of—or
computational replacement for—HoTT, Licata and Harper [LH11; LH12] defined a for-
malism called two-dimensional type theory (2DTT), which with our numbering conven-
tions would be one-dimensional type theory: like the groupoid model, it permits distinct
identities between elements but identifies all identities between identities. Their theory
contains a single univalent universe. By including rules for calculating with the paths
produced by univalence, Licata and Harper were able to prove canonicity for this theory.
The principle underlying the design of 2DTT is one that is ubiquitous in the study of
type theories: types internalize judgmental structure. That is, if there is to be a type whose
elements are contentful paths, then there should be a judgmental notion capturing the
concept of contentful path. In 2DTT, this judgment takes the form I' + o : M ~4 N, read
“a is a path from M to N in type A”.

The next leap in the struggle for computation came from Bezem, Coquand, and Hu-
ber [BCH13], who built the first constructively-definable model of ITT with univalence.
Their model, known as the BCH model, replaces the simplicial sets of Voevodsky’s model
with affine cubical sets. To give a very rough idea, where simplicial sets describe higher-
dimensional objects as being built out of n-dimensional triangles (the eponymous sim-
plices), cubical sets describe higher-dimensional objects as assemblies of n-dimensional
cubes. For reasons too technical to get into here, this change of setting neatly sidesteps the
constructivity issues with the simplicial model. Unfortunately, the BCH model presented
problems for interpreting higher inductive types; indeed, it is still unknown whether any
but the most trivial of higher inductive types can be interpreted in the BCH model.

The solution, it turned out, was to replace affine cubical sets with structural cubical
sets. This adjustment was pursued in parallel by Cohen, Coquand, Huber, and Mortberg
(CCHM) [CCHM15] and Angiuli, Favonia, and Harper (AFH) [AFH18], using different
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variations on structural cubical sets. In both cases, the result was not merely a constructive
model but a cubical type theory. In the CCHM case, this came in the form of a formalism
with an interpretation in cubical sets and a canonicity result due to Huber [Hub19]; in
the AFH case, in the form of a type theory in our computational sense. Each presented a
theory with a full-fledged, infinite hierarchy of univalent universes, along with examples
of higher inductive types. Apart from the difference in settings (formal vs. computational),
the CCHM and AFH approaches are broadly similar, but do differ substantially in the finer
details. In technical terms, CCHM is based on the De Morgan cube category, while AFH is
based on the cartesian cube category; that basic difference leads to divergences in the ways
coercions are calculated at each type. The CCHM model is generalized to give a variety of
topos models for De Morgan cubical type theory in [OP18; LOPS18]; the same is done for
cartesian type theory in [ABCFHL19]. Cavallo, Mértberg, and Swan show that the two
branches can be viewed as instances of a single construction [CMS20]. As in 2DTT, the
basic move in each of these theories is to treat contentful identities as internalizations of a
judgmental phenomenon. in the cubical case, that structure is dependency on an interval
variable.

Outline We begin in Section 3.1 with a framework for cartesian cubical type theories in
the style of Angiuli, Favonia, and Harper, hewing most closely to the account presented in
Angiuli’s dissertation [Ang19]. With an instance of the framework in hand, we exercise it
a bit in Section 3.2, proving some elementary results in cubical type theory that will serve
us later on. As with Martin-Lof type theory, we round out the chapter with a discussion
of formalisms and non-computational models in Section 3.3.

3.1 Cubical computational type theory

To start, let us lay out the structure we intend cubical type theories to support. The
distinguishing characteristic of all cubical type theories is the ability to assume an interval
variable.

I ctx
(T,x:1) ctx

Although this notationally resembles an ordinary term hypothesis a : A, it is really a sep-
arate context forming operation; the interval is not a type. Interval terms, which can be
substituted for such variables, are characterized by separate judgments I' > r € I and
I' > r =s € the resemblancetoI' > M € AandI' > M = N € A again being merely
suggestive. The intuition is that I is an interval in the sense of topology, a space with two
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points (the endpoints) and a line between them. We name these two endpoints “0” and “1”.

0el 1el

A path is then a type or term that depends on an interval variable: x : I > A type is
a path of types, and x : I > M € A is a path of terms. The endpoints of a path are
recovered by substituting the constants 0 and 1: x:I > A type is a path from A[0/x] type
to A[1/x] type. (Note that as far as substitution is concerned, interval variables behave
exactly like ordinary term variables.)

The judgmental concept of path can then be straightforwardly internalized by path
types: for each x : I > A type, and pair of endpoint terms M, € A[0/x] and M; € A[1/x],
we introduce a type Path(x.A, My, M;) type whose values are abstracted terms A'x. M such
that x : I > M € A, M[0/x] = My € A[0/x], and M[1/x] = M; € A[1/x]. This type will
behave much like a function type, albeit one with constraints on its values at 0 and 1. In
general, it is like a dependent function type: elements of Path(x.A, My, M;) are paths over
the “path of types” x : I > A type.

Notation 3.1.1. When A type does not depend on x, we abbreviate Path(x.A, My, M;) as
Path(A, Mo, Ml)

In a type theory with interval variables, each type comes equipped with a contentful
relation: for any M, € A and M; € A, the collection of paths x : I > M € A such
that M[0/x] = My € A and M[1/x] = M; € A can be thought of as a collection of
witnesses that M, and M, are related. Note that this relation is reflexive by way of constant
functions: given any M € A, we have A_. M € Path(A, M, M). In order for this contentful
relation to be a notion of equality, however, more structure is required. For one, nothing
here implies that the path relation is symmetric or transitive. More fundamentally, there
is no way to transport along these paths, to transfer results about a given term to any
path-equal term.

Coercion and composition The second essential component of cubical type theory
is thus a pair of operations called the Kan operations, so called in reference to the Kan
condition in classical homotopy theory [Kan55]. The first of these, coercion, implements
the transport of terms along paths of types.

x:1> Atype rel sel M e Alr/x]
coe (M) € Als/x]

That is, if x : I > A type is a path of types and we have an element of A[r/x], then we
can transform it into an element of A[s/x]| for any other s.
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The second Kan operation, homogeneous composition (hcom), serves a more technical
purpose. Note that the existence of coercion at all type lines implies that paths are transi-
tive and symmetric. For example, given P € Path(A, My, M;), we can compute its inverse
as coeg}lath (APx, MO)(AHx. My) € Path(A, My, My). Turning this around, however, we will
find that we need paths to be symmetric and transitive in order to implement coercion at
all types, at path types in particular. In other words, we must strengthen our induction
hypothesis. Homogeneous composition provides these symmetry and transitivity opera-
tions; more precisely, it is a box-filling operation that includes the two as special cases.

As an example of box-filling, consider the following situation: we have a path y: 1 >
M € A together with two additional paths x : I > Ny € Aand x : I > N; € A that extend
from M’s endpoints, i.e., satisfy M[0/y] = Ny[0/x] € A and M[1/y] = N;[0/x] € A. We
can picture these as forming the “open box” shown below, a square with one missing side.

The homogeneous composition of these terms is the dotted line: a path y:I > K € A such
that K[0/y] = Ny[1/x] € Aand K[1/y] = N;[1/x] € A. In syntax, this path is written as
follows.

y:I> K :=hcom) '(M;y=0—> x.Np,y=1—>x.N;) €A

We can think of K as a composite of three paths: first the inverse of x.Nj, then y.M,
then x.Nj. In particular, symmetry and transitivity are special cases. If we instantiate y.M
and x.N; with reflexive paths, then y.K is the inverse of x.Ny; if we instantiate x.Ny with
a reflexive path, then y.K is the composite of y.M with x.Nj.

The general form of homogeneous composition replaces 0 — 1 with r — s, allowing
us to take a “horizontal” term y.M at any point on the x-axis and move it to any other
point. In particular, if we allow the destination point to vary in the example above, we
can obtain an interior (or filler) for the open box.

0—x

x:Ly:I> F:=hcom, *(M;y=0—>x.Np,y=1—x.N;) € A

This two-dimensional term will satisfy the equations x : I > F[0/y] = Ny € A,
x:I>F[1/y] =N, € A, y:1> F[0/x] =M € A,and y: 1 > F[1/x] = K € A, thereby
filling in the open box as shown below.
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y
7 M,
Ny F N;
@ - > e
K

The general hcom also replaces the pair (x =0 — y.Nyp,x =1 — y.N;) with an
arbitrary collection of equation-path pairs, which may involve any number of interval
variables. These are required to agree on their overlaps; if, for example, they include
y=0 — x.Ny and z=0 < x.Py, then it must be the case that x : I > Ny[0/z] =
Py[0/y] € A. In effect, such a collection forms a frame into which a term may fit, which
we call the tube of the composite. An hcom takes a term (M in our example) that fits into
the tube at one index r, which we call the cap, and produces a term that fits into the tube at
any other index s. In particular, the picture above generalizes to n-dimensional open box
filling: given an n-dimensional cube with one face missing, we can use hcom to produce
a term that fits in the missing face.

Computing with cubical terms Of course, everything we have said so far is merely
aspirational; we need to set up a computational setting in which these dreams come
true. The main obstruction to that dream is the evaluation of coercion, terms of the
form coe! 7 (M). Let us recall some intuition: a line of types x : I > A type is sup-
posed to correspond to an isomorphism, with coe?c__;‘1 and coe}(;’lo executing the forward
and backward functions of the isomorphism respectively. In particular, the evaluation of
coe! 7 (M) depends on the form of x.A: we have to look at A to determine what isomor-
phism it represents. If, for example, we have a path P € Path(U, Bool, Bool), it could
represent either the identity isomorphism Bool ~ Bool or the isomorphism that swaps tt
and ff. In the former case, we should have coeg}’,lx(tt) = tt € Bool; in the latter, we should
have coez}ﬁlx(tt) = ff € Bool.

The upshot of this situation is that we must be able to compute in a context with inter-
val variables: we need to evaluate x.A to examine it. This is a stark change of pace from
Chapter 2, where our operational semantics only applied to closed terms. Fortunately, we
do not need to be able to evaluate all open terms, just those that depend only on interval
terms. For this chapter, those terms will be our “closed” terms.

When we evaluate terms containing interval variables, there is a question of coher-
ence: how does substitution for interval variables interact with evaluation? Suppose, for

example, that we have some x : I > M € A. Then M should evaluate to some value:
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M || V. On the other hand, we can substitute 0 for x to obtain M[0/x] € A[0/x] and then
evaluate: M[0/x] || V,. What should the relationship between V[0/x] and V; be?

If we assume that the typing judgments are stable under substitution and that terms
are equal to their values—which we would certainly like to be true—then we will have that
x:I> M=V € A, thus M[0/x] = V[0/x] € A[0/x], as well as M[0/x] =V, € A[0/x]. It
follows that V[0/x] =V, € A[0/x]. Flipping our perspective around, if we want stability
under substitution and equality to values, we must ensure that our definition of the term
judgment guarantees these kind of coherence equations. It is too permissive to say that
x:I > M € A whenever M evaluates to a value in A; we must require that all the
substitution instances of M evaluate in a coherent way. The two ideas of evaluation in an
interval context and coherent evaluation form the basis of the computational interpretation
of cartesian cubical type theory as presented by Angiuli, Favonia, and Harper, as well as
the proof of canonicity for De Morgan cubical type theory due to Huber.

3.1.1 Interval contexts

Now getting into the definition of the framework proper, we first want to distinguish
the contexts and substitutions that deal only with interval assumptions; the contexts in
which we consider terms to be “closed”. We use the letters ¥ and ¢/ for these contexts and
substitutions, distinguishing them from the general I' and y. The interval judgments are
prior to the definitions that deal with terms; in particular, they do not depend at all on the
choice of type system.

Definition 3.1.2 (Contexts). The well-formed interval contexts, ¥ ictx, are inductively
defined by the following rules.

¥ ictx
- ictx (¥, x :T) ictx

Definition 3.1.3 (Interval elements). ¥ I r € T holds whenr = 0,r = 1, or r = x for
some (x:I) € V.

Definition 3.1.4 (Interval substitutions). The well-formed interval substitutions, ¥’ I
¥ € ¥, are inductively defined by the following rules.

Yy ew ¥ irel
Y- € - Y- (Y, r/x) € (¥, x:1)
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3.1.2 Operational semantics and type systems

The two defining components of a cubical type theory—its operational semantics and its
type system—must take an ambient interval context into account. For the operational
semantics, this just means that the judgments operate on terms that may contain interval
variables.

Definition 3.1.5. An operational semantics is a definition of two judgments M val and
M — N operating on terms that contain only interval variables, satisfying the following
properties.

« Determinism: If M — N and M +—— N’, then N = N’. For any M, it is not the case that
both M val and M —— N for some N.

« Variable preservation: If M — N, then the free interval variables in N are a subset of
the free variables in M.

Given an operational semantics, we define the induced multi-step judgment M +—* N
and evaluation judgment M |} V as in Definition 2.1.1.

Notably, we do not require that the operational semantics is stable under interval
substitution. That is, we do not ask that M val implies My val or that M — N implies
My — Ny for every ¥’ I € V. Indeed, the operational semantics will contain several
rules that fail to be stable in this way. This kind of stability will be enforced on the level
of typed equality judgments, but not at the level of untyped operational semantics.

On the type system side, the data that defines a type A in an interval context ¥ will
now consist of a family of relations indexed by substitutions into ¥, specifying the values
of Ay for each possible ¥’ I € V.

Definition 3.1.6 (V-relations). Given ¥ ictx, a ¥-relation R is a family of relations R(y/)
indexed by substitutions ¥’ ¢y € ¥ from arbitrary interval contexts ¥ into ¥. A ¥-
relation is a ¥-PER when each R(¢/) is a PER. Given a ¥-relation R and substitution ¥’ -
¥ € ¥, we define the ¥'-relation Ry by Ry (y’) := R(Yy’).

Notation 3.1.7. When R is a ¥-relation and M and M’ are terms in context ¥, we will
write M ~ M’ € R as syntactic sugar for M ~ M’ € R(idy). This permits us to write
M ~ M’ € Ry in place of M = M" € R(Y/).

Note that we do not require ¥-relations to be stable under substitution in general: we
do not ask that M ~ M’ € R implies My ~ M’y € Ry. Indeed, we are primarily interested
in ¥-relations on values, and it may not even be the case that Vi is a value for V val.

With each value type assigned a W-relation of values, we extend the value relation
to terms by coherent extension. As described above, we want to require that the interval
substitution instances of a term in a type evaluate in a coherent way.
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Definition 3.1.8 (Incoherent evaluation). We generalize the evaluation operator ||—
from relations (Definition 2.1.8) to W-relations pointwise: M ~ M’ € (|{R)(¢) holds when
M| Vand M | V' withV = V' € R(Y).

Definition 3.1.9 (Coherent evaluation). Given a ¥-relation R, we define its coherent
extension to terms {JR as follows. Let ¥ ¢/ € ¥ be given. Then M ~ M’ € (YR)(¥)
holds when for every subsequent pair of substitutions, ¥; I+ ; € ¥ and ¥, i, € ¥,
the following conditions are satisfied.

« Myn | Vand M’y || V' for some values V and V'.
« N~ N’ € [Ryyry, for N € {Myny)2, Vi)o} and N’ € {M'Yny)2, V'¢)}.

Proposition 3.1.10. If R is a ¥-PER, then {|R is a ¥-PER.

We will ultimately use |} — to define the typing judgments induced by a type system.
The third condition imposes the “coherence”; it requires that the following square of sub-
stitutions and evaluations commutes up to the equality defined by ||R.

M¢1:>V

o

Ml//llﬁz > e

The outer quantification over y/; ensures that {R is always stable under interval sub-
stitution; if M ~ M’ € IR, then My ~ M’y € YRy for any ¢. In order for a value
W-relation R to be suitable as the interpretation of a type, it must satisfy an additional
well-formedness condition called value-coherence, which asks that all values related by R
are in fact coherently related by R.

Definition 3.1.11. A ¥-relation R on values is value-coherent when R C {JR.

As with ordinary relations, the collection of W-relations on a given field is a lattice,
and so we can obtain fixed-points of monotone operators on ¥-relations. To check that
these fixed-points are PERs, we again use operators Sym* and Trans® defined in Defini-
tion 2.1.21, which we extend pointwise to ¥-relations.

Lemma 3.1.12. Let F be a monotone operator on ¥-relations. If we have F(Sym* (uF)) C
Sym* (uF), then pF is symmetric. If F(Trans*(uF)) C Trans*(uF), then uF is transitive.

Proposition 3.1.13. We have || Sym*(R) C Sym* (Y} R) and |} Trans*(R) C Trans* ({}R).
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We likewise parameterize type systems by an interval context, separately specifying
the value types available at each V.

Definition 3.1.14. A candidate type system is a four-place relation 7 relating interval
contexts ¥, values V and V’ with free variables contained in ¥, and value-coherent ¥-
PERs R.

Notation 3.1.15. Given a candidate type system 7z, we write 7t £ ¥ - V ~ V' | R as
syntactic sugar for (¥,V,V’,R) €e r,andr ¢ ¥ + V | R for (¥,V,V,R) € 7. Given a ¥-
PER R, we write 7[R] for the ¥-relation V = V' € r[R|(¥) = ¥V = V' | RY.

Definition 3.1.16. A candidate type system is a type system when it satisfies the follow-
ing additional axioms.

+ PER: For any fixed Y-PER R, 7[R] is a ¥-PER.
o Unicity: f te ¥+ V=V’ | RandtE¥YFV =V’ | R,thenR=R.

« Value-coherence: For any fixed R, 7[R] is value-coherent.

We have analogues of the operators Uni*(—), Sym*(—), and Trans*(-) from Defini-
tion 2.1.25 defined pointwise in the context ¥. Defining a similar operator for value-
coherence, we can derive a condition analogous to Lemma 2.1.26 for checking that a can-
didate is a type system.

Definition 3.1.17. For any candidate 7, we define a candidate type system Coh*(7) as
follows: Coh*(r) E¥ - V =~ V' | Rholds when V ~ V' € {Jr[R] holds.

Proposition 3.1.18. Let F be a monotone operator on candidate type systems such that
F(Sym*(uF)) € Sym*(puF), F(Trans*(uF)) C Trans*(uF), F(Uni*(pF)) € Uni*(pF), and
F(Coh*(uF)) C Coh™ (uF). Then uF is a type system.

3.1.3 Pretypes

Going forward, we assume a candidate type system 7 and begin defining the judgments of
type theory. We are not quite ready to define types; we still need to cut down to relations
that support the coercion and composition operations. As it will usually take some work
to prove that each type supports those operations, however, it is useful to introduce some
intermediate notation. We therefore introduce a preliminary judgment, the pretype judg-
ment, that does not require Kan operations. We can also define the element judgment at
this stage; we do not need to know that a pretype supports the Kan operations to define
what its elements are.
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As in MLTT, the first step is to define the closed judgments, where “closed” now means
dependent only on an interval context, extending the type system from values to all closed
terms. As suggested above, we replace the use of evaluation in MLTT with coherent
evaluation.

Definition 3.1.19 (Closed pretype judgments).
o Pretypes: ¥ I A = A" pretype holds when A ~ A’ € | 7[R] for some ¥-PER R.

o Terms: ¥ - M = M’ € Aholds when A € {J7[R] for some ¥-PER R such that M ~ M’ €
YR.

As always, ¥ I A pretype and ¥ - M € A are shorthand for ¥ + A = A pretype and
¥ - M = M € A respectively.

Next, we come to open judgments. At this point, we also want to introduce a notion
of constraints, equations £ = (r = s) on interval terms. These will come in handy when
we specify homogeneous composition, which involves terms that are only well-typed
when some such equation is assumed. To express well-typedness under the assumption
of constraints, we allow constraints to appear in contexts: if I' is a context and ¢ is a
constraint well-formed over I, then T, £ is also a context. Before we define the open type
and term judgments, we first define the open interval and constraint judgments.

Definition 3.1.20 (Open interval judgments). The judgment I' > r € [ is defined to
hold when r = 0, r = 1, or r = x for some (x : I) occurring in I'. The equality judgment
I' > r =s € lis defined to hold when I" > r,s € [ and r and s are in the equivalence
relation generated by the constraints appearing in I'.

Definition 3.1.21 (Open constraint judgments). The judgments I' > ¢ = ¢ € F and
I' > ¢ satisfied are inductively defined by the following rules.

I'>r=r el I'>s=s¢€l I'>r=sel

I>((r=s)=("=s)€eF [ > (r = s) satisfied

Note that we define the interval and constraint judgments independently of the term
hypotheses in the context. In particular, an inconsistent term hypothesis does not cause
interval terms to be equated: we will not have a: Void > 0=1¢€ L.

To define the open typing judgments, we again introduce an auxiliary notion of closing
substitution. Like pretypes and terms, these substitutions now take place relative to an
interval context. Aside from that wrinkle, however, the definitions are precisely the same.
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Definition 3.1.22 (Closing substitutions). The judgment ¥ I y =y’ € T is generated
by the following rules.

Yiry=y el Yirrel

Yr-=-€- ¥k (y,r/%) = (Y. r/x) € (Tx: D)
Yiry=y el Y I+ &y satisfied Yry=y el ¥ M=M €Ay
Yiry=y e(T,9 ¥ - (y,M/a) = (y,M'/a) € (T,a:A)

Definition 3.1.23 (Open pretype and element judgments).

« Open pretypes: I' > A = A’ pretype is defined to hold when ¥ - Ay = A"y’ pretype
holds forall ¥ r y = y” € T.

« Open terms: I’ > M = M’ € A is defined to hold when ¥ I+ My = My’ € Ay holds for
al¥Yy=y el

Definition 3.1.24 (Contexts). The judgment I' = I ctx is generated by the following
rules.

[ =T ctx [ =T ctx I>¢=€F
- = - ctx (T,x:I) = (I, x : I) ctx (T, &) = (I, &) ctx

[ =T ctx I > A=A pretype
(T,a:A) = (I",a: A’) ctx

We derive the unary versions of these judgments from their binary versions in the
usual way. Although the notation ¥’ I+ € ¥ is now a priori ambiguous—it could refer
to an interval substitution or closing substitution—the two conflated judgments coincide.
Moreover, because the closed judgments are stable under interval substitution, we have
¥ > A pretype if and only if ¥ I+ A pretype and so on.

It will be useful in the future to extend the notion of substitution-indexed relations
from substitutions into interval contexts to closing substitutions into arbitrary contexts.

Definition 3.1.25 (Open relations). Given a ¥-PER R on lists of terms, an R-relation S
is a family of relations S(y) indexed by lists y € R(¢/) with the property that S{(y) = S(y’)
whenever y ~ y’ € R({). We extend {} - to R-relations in the obvious way, replacing the
initial interval substitution ¥’ I ¢/ € ¥ in Definition 3.1.9 with an instantiation y € R(¢/).

In a type system 7 with 7 £ T ctx, a T'-relation is a [[']"-relation, where [[']” is the
--PER defined by y ~ y’ € [[']*(¥) if and only if ¥ I y = y’ € I'. Given a I'-relation
Rand I" > y € T', we write Ry for the I''-relation defined by Ry(y’) := R(yy’). Given a
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I'-relation R and terms M, M’, we write I' > M ~ M’ € R to mean that My = M"y’ € R(y)
holds forall ¥ Ir y € T.

Note that while the definitions of ¥- and R-relations are dependent only on the theory
of interval substitutions, the definition of I'-relation is of course relative to a type system.

3.1.4 Kan operations and types

Finally, we define the conditions under which a pretype becomes a type: when it supports
the coercion and homogeneous composition operations.

Definition 3.1.26 (Coercion). We say that a ¥-relation R supports coercion at A, A’ when
it validates the following rules for every ¥/, x : I+ y € Y and ¥' I r,s € L.

M=~ M € YR[y,r/x] M € YR[Y,r/x]
coe;jw(M) ~ coe;:;s,w(M') € YR[y,s/x] coe;:;rw(M) ~M e YR[¢,r/x]

That is, a relation R supports coercion at A, A” when we can coerce along any substitution
instance Ry that forms a line of types in some direction x; moreover, we require that the
trivial coercion r — r is equal to the identity function. We say that ¥ I A = A’ pretype
support coercion when [A] (equivalently, [A’]) supports coercion at A, A’.

Definition 3.1.27 (Homogeneous composition). We say that a ¥-relation R supports
homogeneous composition at A, A’ when it validates the following rules for every ¥ I+ ¢ €
¥, interval terms ¥’ I r, s € [, and list of constraints ¥/ I {; € Ffor 0 <i < n.

M~M €Ry
(Vi, j) ¥, &, &j,x: 1> N = Nj € YRy (Vi) ¥/, & > M ~ N;[r/x] € YRy

hcom;;;(M; & — x.N;) ~ hcom;;’l/f(M'; & — x.N]) € YRy

M e YRy
(Vi,j) ¥, & &, x:1> Ny~ Ny € YRy (Vi) W, & > M ~ Ni[r/x] € URy

hcom;\;jr(M; & — x.N;) ~ M € YRy

¥ I & satisfied M € YRy
(Vl,]) "P,, rfi,gj,XZI[ > Ni ~ Nj (S luRl// (Vl) "P,, fi > M= Ni[r/x] (S lU/Rlﬁ

hcom@s(M; & < x.N;) ~ Ni[s/x] € YRy
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—

We use the notation — to denote lists (here of entries & < x.N;), leaving quantification
over the indexing variable (here i) implicit for sake of concision. In short, R has homo-
geneous composition when we can compose in any instance Ry/; the result must fit into

the tube & < x.N; instantiated at s, and the trivial composition r — r is required to
be the identity. In order for a tube to be well-formed, its entries must agree where their
equations overlap; this is effected by the requirement ¥/, &, &;,x : 1> N; = N; € Ry.

We say that ¥ I- A = A’ pretype support composition when [A]] supports composition
at A, A’

Remark 3.1.28. As above, we use the word trivial to describe coercions and composites
r — r; degenerate, one the other hand, refers to paths of the form A'_. M.

Definition 3.1.29 (Kan types).

 Closed types: ¥ I+ A = A’ type is defined to hold when ¥ + A = A’ pretype support
coercion and homogeneous composition.

o Open types: T > A = A’ type is defined to hold when ¥ - Ay = A’y’ type holds for all
Yiry=y el

Like the pretype judgment, the closed type judgment is stable under interval substitu-
tion by construction: if ¥ I y € ¥ and ¥ I A = A’ type, then ¥’ I Ay = A’{ type.

This completes the derivation of the type-theoretic judgments from an operational
semantics and type system. We leave the definition of I” > y =y’ € T to the reader, this
being simple to extrapolate from Definition 2.1.18 and the definition of closing substitu-
tions above.

3.1.5 Constructing a cubical type theory

We now upgrade our examples of type systems to include cubical elements. To the syn-
tax described in Section 2.1, we add the following terms for path types, V types (to be
introduced below), and the Kan operations.

A BM N,I :=
| Path(x.A,M,N) | \'x.M | Pr
| Vi(A,B,I) | vi(M,N) | vproj,(M,I)

| coe’ P (M) | hcom!, ™ (M; & — x.Nj)

We give the operational semantics for formation, introduction, and elimination of
path and V types in Figure 3.1. In addition to these, we must also describe the evaluation
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Paths

P+— P
Path(x.A, M, N) val Mx. M val Pr—Pr (Ax. M) r — P[r/x]

V types

VX(AOs Al’I) Val VE(AOaAlal) — Aé‘ VX(MO;MI) Val VE(M()»MI) — ME

M— M
vproj, (M, I) — vproj (M, I) vproj, (vx(M,N),I) — N

vproj,(M,I) — fst(I) M vproj;(N,I) — N

Figure 3.1: Additional operational semantics for cubical type theory

Generic

Ar— A Ar— A

coe, ;' (M) +—> coe (M) hcom’;”* (M; & < x.N;) +— hcom’*(M; & — x.Nj)

Functions

coe;?Z:A)_)B(F) — Aa. Coe;—és[coefc:lx(a)/a] (F (coel i (a)))

hcomEZjl)_)B(F; & — x.G;) > Aa.hcomy *(F a; & — x.G;j a)

Paths

coe;;;th(y‘A,Mo’Ml)(P) — Ay com! J(P;y =0 = x.My,y =1 x.M)

hcomlr);Sh(y.A’Mo’Ml) (P; & — x.0;)

>

r—3$

My, hcom " (Py; & = x.Qiy,y =0 = _My,y =1 — _M;)

Figure 3.2: Selected rules for coercion and homogeneous composition
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of coe and hcom at each value type. We give two examples—function and path types—
in Figure 3.2. In each case, coercion and composition at the compound type reduce to
coercion and composition at the component types. To coerce a function along the type
line x.(A — B) from r to s, for example, we precompose with a reversed coercion coe]
in the domain type and then postcompose with a coercion coe’ ;’ in the codomain type,
thus transforming a function of type A[r/x] — B[r/x] into one of type A[s/x] — B[s/x].

The evaluation of coercion for paths, meanwhile, relies on heterogeneous composition,
a compound operation derived from coercion and homogeneous composition. Heteroge-

neous composition combines the functionality of the two Kan operations, coercing the

base term M along a type line x.A while maintaining a tube of paths §; < x.N; lying over
said line of types.

Definition 3.1.30. We define the heterogeneous composition operator, com, as follows.

com 7 (M; & — x.N;) = hcomr[ss/x](coe;;f(M); & — x.coel ;' (N;))

Rules 3.1.31 (Heterogeneous composition). For the following rules, we assume type
lines T,x: I > A = A’ type, interval terms ' > r = € landT > s = s’ € [, and
constraints I' > & = & € F for some 0 < i < n.

I >M=M € Alr/x]
(Vl,]) T, fi, §j,x:11 > N; = NJ, €A (Vl) F,fl- > M= Nl-[r/x] € A[?’/X]

T > com” $(M; & < x.N;) = com”. ;¥ (M'; €, < x.N) € A[s/x]

I'>Me A[r/x]
(Vl,]) T, §i> gj,XZ]I > N; = Nj €A (Vl) T, fi > M= Ni[r/x] € A[V/X]

I' > com! [ (M; & — x.N;) =M € Als/x]

I' > & satisfied I'> M e A[r/x]
(Vl,]) T, §i’ §j,x:JI > N, = Nj €A (Vl) T, §i > M= Ni[r/x] S A[F/X]

I' > com! J(M; & — x.N;) = Ni[s/x] € Als/x]

Proof. Straightforward consequences of the defining rules for coercion and composition
in types (given in Section 3.1.4). ]

The definition of coercion at path types demonstrates the necessity of the composition
operator. To ensure that the result of coercing has the necessary endpoints, we need an
operation that maintains them. The definition of homogeneous composition at the path
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type, meanwhile, motivates the general form of hcom, as we must to add new entries to
the tube for the endpoints whenever we compose in a path type.

We have deliberately omitted the most complex pieces of cubical type theory: the
definitions of coercion and composition in the V types and the definition of composition
in the universe. While these are of course crucial to cubical type theory, they will not
play an explicit role in this thesis. We therefore refer to [AFH18, Figure 4.2, Section 4.4.9,
Section 4.4.11] for details.

We now define our first candidate type system. To the constructs of our Martin-Lof
type theory, we add path types, V types, and composite types (which implement composi-
tion in the universe). We encourage the unfamiliar reader to ignore the specification of V
types for now; we will explain them in Section 3.1.6. As we will never need the definition
of composite types, we gloss over these entirely. Note that we do not include identity
types in our cubical type system; as they are in Chapter 2, these will fail to support the
Kan operations. Of course, it has been our intention to replace identity types with path
types from the beginning. (We will, however, return to identity types in Part II.)

Example 3.1.32 (Small type system). We define an operator F on candidate type systems
as follows: given 7, F(7) is the union of the following clauses.

e F(tr) E¥Y Wk (a:A) > B~ (a:A’) > B’ | R whenever
- A~ A’ € Ir[S] for some ¥-PER S,
- ByY[M/a] =~ By[M'/a] € Yr|[Ty] for all M =~ M" € Ry, for some S-PER T,
- Va2 V' e R@) holds for ¥' I ¢y € ¥ exactly when V = Aa. N and V' = Aa. N’ for
some N, N" with N[M/a] ~ N'[M’/a] € YTy for all y and M ~ M’ € Sy,
« F(1) £ ¥ I Path(x.A, My, M;) = Path(x.A, Mj, M]) | R whenever
- A= A’ € Yr[S] for some (¥, x :I)-PER S,
- M, =~ M] € S[e/x] for e € {0,1},
- V =V’ € R() holds for ¥ I i/ € ¥ exactly when V = Alx. M and V’ = A'x. M’ for
some M, M’ with M ~ M’ € {|Sy and M[¢e/x] =~ My € YSy[e/x] for e € {0, 1}.

« F(t) E¥Y I+ V(A B,I) = V,.(A,B,I') | R whenever

Yirrel
A~ A" € |r[S] for some (¥,r = 0)-PER S,
B~ B € r[T] for some ¥-PER T,

I~I e (S=~T), whereS ~ T is the (¥, r = 0)-PER that relates equal isomorphisms
(Definition 1.2.1) between the elements of S and T.
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- V&V’ e R(Y) holds for ¥’ I € ¥ exactly when one of the following holds:

«» ry=0,andV = V' € Sy,

«» ry=1and V= V' e Ty,

«ry =x,and V = vpy(M,P) and V' = v,(M',P’) with M =~ M’ € ISy, P = P’ €
YTy, and (fst(Iy)) M = P € YTy, where in the final equation we regard Ty as a
(¥, x = 0)-PER by weakening.

« Clauses for dependent products and composites of types. The first two are pointwise ex-
tensions of the clauses in Example 2.1.27, as with function types above. For composites
of types, see [Ang19, Figure 4.3, Section 4.4.11].

We define the candidate type system 7y to be the least fixed point of F.

In order for F to be a genuine operator on candidate type systems, it must be the case
that the ¥-relations it assigns to each value type are actually value-coherent ¥-PERs.
This is most easily seen to be true as a corollary of the introduction rules for each type’s
relation, so we defer the proof for the moment. Similarly, the condition on Coh*(-) re-
quired by Proposition 3.1.18, which we need to see that the fixed-point is a type system,
will be a consequence of the formation rules for each type in Fy(7). The unicity and PER
conditions, on the other hand, are as straightforward as before.

Example 3.1.33 (Type system with one universe). We can define a type system with a uni-
verse by following the recipe of Example 2.1.29. For a candidate 7, we define a candidate
U(7) by declaring that that U(r) £ ¥ + V ~ V' | R holds when V = V' = U and R is
the ¥-relation W ~ W e R(Y) & IS.7te ¥V r W W | Sfor¥ I ¢ € ¥. Our
candidate type system with a universe, 7y, is then the fixed point of 7 +— F(7) U U (7).

3.1.6 Rules for cubical type theories

Taking 7y and 7; as our prototypical (candidate) type systems, we now build up an edifice
of rules associated to each type. This is a more difficult task than for pure Martin-Lo6f type
theory because of the demands of coherent evaluation: to show that some term belongs to
a type, we have to analyze its behavior under iterated applications of interval substitution
and evaluation. Fortunately, we can at least factor the results through a collection of more
intuitive lemmas, so that we need not interact with the definition of {} — directly.

First, the following lemma can be used to show that a pair of values in some R belongs
also to {J R: it suffices to show that every substitution instance belongs either to R or to
{JR. Often, while the terms themselves are values, but some substitutions cause them to
become non-values already known to belong to {}R.
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Lemma 3.1.34 (Coherent value introduction). Let R be a value ¥-relation, and let M
and M’ be terms in context W. If for all ¥’ ¢y € ¥, either My = M’y € Ry or My =
My € YRy, then M =~ M’ € R

Proof. Let ¥; I Y4 € ¥ and ¥, IF ¢, € ¥; be given. We are in one of two cases.

« My =~ M’y € YRy.
Instantiating this relation with the substitutions ¥; I+ idy, € ¥; and ¥, I ¢, € ¥;, we
get that My | V.and M'yy || V' with N = N" € Ry yri, for N € {My11», Vi)»} and
N’ € {M'y1yn, V' }, as needed.

. M¢1 ~ Mfwl € Rwl
Then Myy and M’y are values, so the requirement reduces to showing that My,
M/‘;ble S .URwlpll#g This is the case both if M¢1¢2 = M/¢1¢2 S Rwlwz and if MlpﬂﬁZ
M/l#ll,bz € “,LR¢1¢2 O

Q

Q

Second, we have an analogue of head expansion. Given a term M’ in R, it is not
necessarily the case that any M such that M —— M’ is equal to M’ in R. If, however, every
instance My steps to a term equal to M'/, then we can deduce an equality.

Lemma 3.1.35 (Coherent head expansion). Let R be a value ¥-PER, and let M, M’ be
terms in context ¥. If for every ¥’ I ¢ € ¥, we have My —" M, for some M, with
My ~ My € YRy, then M ~ M’ € IR.

Proof. Let ¥y I+ Y5 € Y and ¥, I+ ¢, € ¥; be given. First, we have some M; with
My —" My and My, ~ M"y € I Ry,. By instantiating the latter fact at the substitutions
¥ I idy, € ¥; and ¥, - Y, € ¥;, we have some V and V' such that My, —" M; || V,
My, | V',and N ~ N’ € Ry y1y, for N € {Miy, V{)} and N" € {M'Y1 ), V' }.
Second, we have some M, with My, —* M, and M, =~ M"Yy 1y, € YRy 5. This
implies in particular that My, =~ M'y1, € Ry 1. Finally, by the assumption that R
is a PER, we can deduce the final necessary relation, My ¢, = V'¢, € Ry, from the
other three. O

Once we can establish that W-PER R is value-coherent—something we usually use the
above lemmas to prove—we can deduce that terms in {J R are related to their values.

Lemma 3.1.36 (Evaluation). Let R be a value-coherent value ¥-PER and let M € {R.
Then M || V with M =~V € {JR.

Proof. Instantiating M € {J R with identity substitutions, we know that M || V. Moreover,
for any ¥’ I+ ¢ € V¥, instantiating M € R with idy and ¢ tells us in particular that
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My ~'V € |Ry. Expanding Ry, we have that My || V;, for some V, with V, ~ V € Ry.
By value-coherence, we then have Vi, ¥ V € {yRy. It follows by coherent head expansion
that M ~ V € YR. O

Finally, we have a lemma allowing us to analyze the behavior of “eliminator-like”
terms—that evaluate some argument and then do something with its value—in terms of
their behavior of values.

Definition 3.1.37 (Eager terms). We say that a term a.N depending on one term vari-
able and interval variables in ¥ is eager when for every ¥’ I ¢/ € ¥ and term M in ¥/, we
have Ny/[M/a] || W if and only if there exists some V such that M || Vand Ny/[V /a] | W.

Lemma 3.1.38 (Elimination). Fix an ambient candidate type system satisfying the unic-
ity and PER conditions. Let a.N, a.N’ be eager terms. Suppose we have ¥ - A pretype
and a (¥, a:A)-PER S. Given any sub-relation R C [A] with the property that Ny/[V /a]
N'yY[V'/a]l € YSW,V/a) foral ¥ + ¢ € ¥ and V = V' € Ry, we have Ny [M/a]
N’'[M’/a] € YS(idy, M/a) forall M =~ M’ € {JR.

X

Proof. Suppose M ~ M’ € R, and let ¥; I ; € ¥ and ¥, IF Y, € ¥; be given. Then we
have My | V, M'yn L V', M) | Viz, M"Y U 19> V2 | V2, and V¢, || V7, for some
values such that Vy,, V; are pairwise related to V/,, V; by Ry11/,.

By assumption, we know that Ny, [V /a] = N’g&l [V'/a] € WS(y1,V/a). Note that
as [A] is value-coherent, we have ¥; I+ My; = V € Ay¢y by Lemma 3.1.36, thus that
WS, V/a) = UYS(Y1, My1/a). By instantiating with idy, and ¢/, we can conclude
that Ny;[V/a]l | W and N'y;[V'/a] | W’ with P = P € |S(Y112, Vir1ir/a) for P €
{Nwllﬁz [V¢2/a], W¢2} and P’ € {N’l//llﬁz [V’l//z/a], W,¢2}.

Also by assumption, we know that Ny, [ X /a] ~ N'yry»[X'/a]l € YS{Yryr, X/a) for
X € {Vip,Vo} and X’ € {V/,, V] }; again, we have US(Y1y, X/a) = US{Y1yo, Mi1yr/a)
for such X. Using the 1nclu510n of Y in |J, we have in particular that Ny;»[X/a] =
N[ X /a]l € US{Wnir, My /a) for such X, X’. Because a.N, a.N’ are eager terms, we
know that Ny, ¢, [V12/a] has the same value as Ny; o [ M2 /a] and Ny, ¢, [V, /a] has the
same value as Ny, [V, /a]; likewise for their primed equivalents. Thus Ny11»[Q/a] ~
N'Y1y2[Q’/a] € USYny2, Mynyz/a) for Q € {Myny, Vio} and Q" € {M'Ynyp, V' }.

Using that S is a PER, we may combine the above to conclude that we have P = P’ €

US<nia, Viniha/a) for P € {Ny1yo[My1y2/al, Wi} and P* € {Ny1po[M'Y112/al, W'lﬁz}

as required.

3.1.6.1 Path types

The first type we consider is the path type, which provides a gentle introduction to reason-
ing with W-relations. None of the operational semantics rules for path types depends on
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the status of an interval term, with the effect that the proofs are more or less the same as
they would be in ordinary Martin-Lof type theory. By the same token, the rules for the ex-
isting types of Martin-Lof type theory are easy to reprove in the cubical setting. Of course,
we must now also check that each of these types supports coercion and composition.

Rule 3.1.39 (Path pretype formation).

P, x:11-A=Atype ¥ - My = Mg € A[0/x] ¥ M; =M, € A[1/x]
¥ I Path(x.A, My, M;) = Path(x.A", Mj, M;) pretype

Proof. We aim to apply coherent value introduction, Lemma 3.1.34. For every ¥’ I+ ¢ € ¥,
we see that Path(x.A, My, M;)y and Path(x.A’, My, M)y are values. Moreover, we have
7 £ ¥ I Path(x.A, My, My)y = Path(x.A’, M{, M]) | Ry where the ¥-relation R is defined
like so.

V = Mx. M and vV’ = Alx. M’ for some M, M’
VaV eRY) — { withte ¥, x: 1+ M=M € Ay and
TEV IF Mle/x] = My € Ay [¢e/x] for each € € {0, 1}

This relies on the stability of the judgments under substitution: for all ¥ I+ ¢ € ¥, we
have ¥, x : I = Ay = A’y pretype, ¥’ Ir Moy = My € Ay[0/x], and ¥' = My = My €
Ay[1/x].

In other words, we have Path(x.A, My, M)y ~ Path(x.A’, My, M]){ € 7;[R]y for every
¥ - ¢ € ¥. It follows by Lemma 3.1.34 that Path(x.A, My, M;) =~ Path(x.A’, M{, M]) €
U 7;[R], which is to say that ¥ I Path(x.A, My, M;) = Path(x.A’, M{, M]) pretype. O

The above provides one case of type value-coherence, necessary to show 7; is a type
system: it implies that whenever 7; £ ¥ I Path(x.A, My, My)y = Path(x.A’, Mj, M)y | R,
we actually have ¥ I Path(x.A, My, M;)y = Path(x.A’, Mg, M)y pretype.

The introduction rule follows by a similar argument.

Rule 3.1.40 (Path introduction).

¥, x:1 1 Atype V.x:I-MeA
¥ A'x. M = Ax. M’ € Path(x.A, M[0/x], M[1/x])

Proof. Once again, we go by Lemma 3.1.34. For every ¥’ I ¢ € ¥, we have (A'x. M)y ~
(Alx. M) € Ry, where R is as defined in the proof of Rule 3.1.39, using the stability of
our hypotheses under substitution. It therefore follows that A’x. M ~ Ax. M’ € YR. O
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The introduction rule shows that the relation named by the path type is itself value-
coherent. Formally, this result is a prerequisite to defining the candidate type system, but
there is no real circularity here, only a perversion of the conceptual order for presenta-
tion’s sake.

For elimination, it is convenient to prove the reduction rule before the binary elim-
ination rule itself. At this point we switch from blindly applying value introduction to
blindly applying coherent head expansion (Lemma 3.1.35).

Rule 3.1.41 (Path reduction).

Y,x: I+ Atype Y.x:I-FMeA Yirrel
¥ - (Ax. M) r = M[r/x] € Alr/x]

Proof. By substitution, we know that ¥ + M[r/x] € A[r/x]. Foral ¥/ + ¢ € ¥, we
have ((A'x. M) r)¢y — M[r/x]¢, so ¥ + (Alx.M)r = M[r/x] € A[r/x] by coherent
expansion. |

As path application evaluates its principal argument, we use the elimination lemma
(Lemma 3.1.38) to prove its well-typedness.

Rule 3.1.42 (Path elimination).

¥, x: 11 Atype (Ve) ¥ I M, € Ale/x]
¥ I P = P’ € Path(x.A, My, M;) Yirrel

Yi-Pr=PreAlr/x]

Proof. By applying Lemma 3.1.38 with the eager terms (—) r and (—) r, it suffices to prove
that for every ¥/ - ¢y € ¥ and ¥/, x: I = M = M’ € Ay, we have ¥’  (A'x. M) (ry)) =
(A'x. M’) (ry) € A[r/x]y. By substitution, we have ¥/ I M[ry/x] = M'[ry/x] €
A[r/x]y, from which the necessary equation follows by applying path reduction on either
side. O

In addition to the usual suite of rules, we also want to know that the endpoints of
a path element are equal to those prescribed by its type. For this we use the evaluation
lemma (Lemma 3.1.36) to reduce to the case where the path is a value. Here we need that
the relation named by the path type is value-coherent, which we established with the
introduction rule.

Rule 3.1.43 (Path boundary).

¥, x: I Atype (Ve) ¥ IF M, € Ale/x]
¥ I+ P € Path(x.A, My, M;) e €{0,1}

VI-Pe=M, € Ale/x]
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Proof. By Lemma 3.1.36, we have that P || V with ¥ - P =V € Path(x.A, My, M;). By the
elimination rule already proven, we know ¥ I- Pe = V ¢ € A[e/x]. Moreover, V is of the
form A'x. M with ¥, x: 1+ M € Aand ¥ + M[e/x] = M, € A[e/x]. By path reduction, we
then have ¥ - Ve = M[¢e/x] € Ale/x]. We obtain the result by concatenating Pe = V¢,
Ve=M][e/x],and M[e/x] = M,. O

Finally, the uniqueness rule follows in much the same way.
Rule 3.1.44 (Path uniqueness).

¥, x: T Atype (Ve) ¥ - M, € Ale/x] ¥ I P € Path(x.A, My, M;)
¥ - P = A'x. Px € Path(x.A, My, M;)

Proof. By Lemma 3.1.36, we have that P || Mx. M with with ¥,x: T M € Aand ¥
Mle/x] = M, € Ale/x] for ¢ € {0,1}; by weakening and path elimination, we know
¥, x:1+ Px = (A'x. M) x € A. Path reduction then gives x : I I (A'x. M) x = M € A, so
by transitivity x : I - Px = M € A. Applying path introduction, we get ¥ I A'x. Px =
AMx. M € Path(x.A, My, M;), which combined with ¥ P = A'x. M € Path(x.A, My, M;)
gives the desired equation. O

To prove that the function type supports the Kan operations is equally straightfor-
ward. Like the reduction rules for function application, the reduction rules for coe and
hcom in the function type (Figure 3.2) are stable under interval substitution. Therefore,
it is only necessary to check that the reduced terms are well-typed and satisfy the nec-
essary equations (e.g., that coercion and composition r — r are identity functions); the
results for the unreduced terms then follow by coherent head expansion. We leave these
verifications as an exercise for the reader.

3.1.6.2 V types

The univalence axiom is realized in cubical type theory by V types, which create lines of
types from isomorphisms. Although we will not have much need to work with V types
directly—we mostly use the univalence theorem they imply—they do provide a more thor-
ough exercise of the lemmas defined above: unlike function types, the operational seman-
tics rules of V types are not stable under interval substitution.

Given ¥ I A, B type and an isomorphism ¥ I I € A ~ B between them, the V type
V,x : I I Vi(A B,I) type is a path that connects the types A and B: we will have ¥ -
Vo(A,B,I) = Atype and ¥ I Vi(A,B,I) = B type, as the reduction rules in Figure 3.1
suggest. While we will not go through this in any detail here, coercion along a V type

applies the isomorphism: Aa. coegx’/l A BI)(a) is equal, up to a path, to the underlying
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function fst(I) of the isomorphism. Thus V types provide an inverse to the function that
converts paths of types to isomorphisms using coe.

The precise formulation of V is slightly more subtle: rather than merely creating a
path from an isomorphism, V actually composes an isomorphism onto an existing path
to produce a new path. That is, given ¥ I A type, a path ¥,x : I - B type, and an
isomorphism ¥ I [ € A ~ B[0/x] between A and the zero endpoint of B, the type ¥, x:I I
V4« (A, B,I) type is a path between A and the one endpoint of B. The V type therefore
connects the two ends of a “V” shape formed by I and B.

A ~
~<_ Vx(AB,I)

IR S~
B[0/x] ——5— Bl1/x]
X —

When B happens to be a degenerate path, we recover the picture of a path directly con-
structed from an isomorphism.

Put in terms of an arbitrary interval term r, as opposed to a variable x, we arrive at
the following formation and boundary rules, which require the arguments A and I to exist
only under the constraint r = 0.

Rules 3.1.45 (V type formation).

Yirrel
Y,r=0> A=Atype ¥ I B =B’ type Y,r=0>I=1I"eA=~B

¥ I+ V(A B, I) =V, (A,B,T) pretype

¥ I+ A type Y I B type
¥ I Vo(A, B,I) = A pretype ¥ I Vi(A, B,I) = B pretype

Proof. The reduction rules follow immediately from coherent head expansion, as we have
Vo(A,B,)Y +— Ay and V(A, B,I){ + By for all interval substitutions /. For the
formation rule, we go by the coherent value lemma applied to 7;[R], where R is the ¥-
PER assigned to the V type in Example 3.1.32. For a given ¥’ I ¢y € ¥, we are in one of
the following cases.

« Case: ri/ = 0. Then by the reduction rule already proven, we have ¥" I V, (A, B,I) =
A pretype and ¥’  V, (A", B’,I') = A’ pretype. By transitivity, it follows that ¥" I
V.(A, B, )Y =V, (A, B, I')} pretype.

« Case: riy = 1. Symmetric to the previous case.
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« Case: riy = x. Then V,(A,B,I){ and V,(A’, B, I')y are values, and we have 7; F ¥ I
V(A B DY =V, (A,B,I')y | Ry by definition of the type system. ]

The above proof is representative of the shape of formation and introduction proofs
for types with unstable operational semantics. Typically, the boundary of a term reduces
in some way, in which case we apply some reduction rules to simplify the goal to an
equation we already know to hold. When we are not on the boundary, on the other hand,
the terms in question are typically values.

A value of the type ¥, x : I - V(A, B, I) type is a term v, (M, P), which collects a line
¥,x :I I+ P € Bin direction x with a term ¥ + M : A, living at x = 0, which is mapped by
fst(I) to P[0/x]. This data parallels the shape of the V type itself.

A
S~o_ (M, P) >~._ Vi(AB]I

17 TSl c I ~<_

~ 3
P[0/x] ——F—> P[1/x] B[0/x] ——5— Bl1/x]
X — X —

We see intuitively that the dependent paths over the V type, i.e., the elements of some type
Path(x.Vy(A, B,I), M, N), correspond to paths in B establishing that M and N correspond
to each other across the isomorphism I. That is, the prototypical element of this path type
is of the form Ax. v, (M, P) where ¥  P[0/x] = (fst(I)) M € Band ¥  P[1/x] = N € B.

Rules 3.1.46 (V type introduction).

Yirrel Yr=0>Ic€cA=~B
Yr=0>M=M©cA Y+rN=N€B ¥Y.r=0> (fst()) M=N€B

¥ Ik v, (M,N) = v,(M’,N’) € V,(A B,I)

YrMeA YI-NeB
¥Yirvg(M,N)=MeA ¥Yirvi(M,N)=NE€B

We leave the proofs of these rules as an exercise to the reader; they follow the same
pattern as the proof of the formation rules.

The elimination operator for V types extracts an element of B. With the reduction
rules for V types, we have examples of coherent head expansion where the reduction rule
is not stable under substitution.
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Rules 3.1.47 (V type reduction).

Yirrel Yr=0>I€A=~B
Y.r=0>MecA ¥YI-Ne€B ¥Y,r=0> (fst()) M=N € B

¥ I vproj,(v,(M,N),I) =N € B

Y-rMeA Y+-Ie A~B ¥YI-NEeB
¥ Ik vproj, (M, I) = (fst(I)) M € A ¥ I vproj;(M,N) =N € B

Proof. Again, the reduction rules in the 0 and 1 cases follow immediately by coherent
head expansion. We also apply coherent head expansion for the first rule, but now we
have to do some case analysis. Let ¥' I+ y € ¥ be given. Then we are in one of three
cases.

« Case: riy = 0. Then vproj,(v.(M, N),I){ — vproj,(M,I)y. By the reduction rule for
0 just proven and the assumed equation ¥,r = 0 > (fst(I)) M = N € B, the latter is
equal to Ny in By.

« Case: riy = 1. Then vproj,(v,(M,N),I){ > vproj,(N, )y, and the latter is equal to
Ny in By by the reduction rule for 1 just proven.

« Case: ry = x. Then vproj,(v,(M,N)y,I) — Ny, and the latter is well-typed by
hypothesis. O

With these rules, we have seen enough to get a sense of how proofs of rules proceed
in cubical computational type theory. Although the definition of {} — is hairy, the process
is fairly intuitive filtered through the lens of our battery of lemmas: when we check that
a term is well-typed, we need to make sure that its substitution instances behave in a way
that is coherent up to the equality of the type.

3.2 Programming in a cubical type theory

We now give a few basic definitions and constructions within a cubical type theory. These
are largely chosen for their relevance to more novel results in parametric cubical type the-
ory that we construct in Part III, Chapter 10 and Part IV, Chapter 15, but we hope to also
give a taste of cubical argumentation. The reader interested in developing further intu-
ition can find further examples of cubical programming and theorem-proving in [VMA19,
§2; Ben19; MP20; ACMZ21]; we also suggest experimenting with the redtt proof assis-
tant [redtt] and the Agda proof assistant’s cubical mode and library [Agda; CubAg].
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We give our proofs in a style reminiscent of the HoTT Book [Uni13]: a combination
of textual argument and explicit syntax. Textual statements should be understood as syn-
tactic sugar for type expressions: when we say “for all a: A, there exists b: B such that...”,
we mean that the type (a: A) — (b: B) X - - - is inhabited, not some metatheoretic prop-
erty. Also, we will use the notation M; ~» M; an informal shorthand for the path type
Path (A, Mo, M1)

3.2.1 Path induction

We have seen that, via coercion, we can transport properties between path-equal terms.
We now show that transport further induces an a priori stronger principle: a version of
the J eliminator that defines identity types (Section 2.1.5.4). We obtain this result as a
corollary of singleton contractibility.

Definition 3.2.1. A type is a proposition if there is a path between any pair of elements
in A, that is, if the following type is inhabited.

IsProp(A) = (ao, a; : A) — Path(A, ay, a1)

We define the universe of propositions as U := (A : U) X IsProp(A). A is contractible when
it is an inhabited proposition.

IsContr(A) := A X IsProp(A)

Equivalently, a type is contractible when it contains an element to which all its other
elements are equal up to a path. Singleton contractibility says that singleton type (a:A) X
Path(A, ag, a) of terms path-equal to some fixed point a, : A is always contractible, the
canonical inhabitant being (ag, A'_. ay). Given any other element (b, p), we have evidence
p that the first component b is path-equal to a,, and we can moreover show that A*_. ag
and p correspond over this path.

Lemma 3.2.2 (Singleton contractibility). For any A type and ay: A, the singleton type
(a:A) X Path(A, ag, a) is contractible.

Proof. The singleton type is inhabited, as a is equal to itself by the reflexive path: we have
{(ag, A'_. ap) : (a:A) x Path(A, ay, a). To see that the singleton type is a proposition, sup-
pose we are given (b, p), (b, p’):(a : A) X Path(A, a, a). To construct a path between these
in the type (a:A) X Path(A, ao, a), we need a pair of terms x: I > T, € Aand x: 1> Q, €
Path(A, ag, Ty) that reduce to (b, p) when x = 0 and (¥’, p’) when x = 1. We might look to
define A'x. T, as the concatenation of Pl b s ag with p : ap ~ b/, but we will actually
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have an easier time if we take a look at Q, first. For this term, what we need is a two-
dimensional term fitting in the following square boundary.

b
ao Qxy ETX
l
ao ﬁ b
Py

This is a perfect candidate for the application of homogeneous composition: we have a
box with three fixed sides and one undetermined side (T, which is up to us to define as
we like) that we must fill with a square term. We may therefore define Q, as follows.

O, = My. hcomz_}y(ao;x =0 > zpz,x=1>ypz)

From the tube constraints of this composite, we have that Qy = p € Path(A, ap, b) and
Q1 = p’ € Path(A, a,b’). If we define T, = QO 1, we moreover see that x : I > Q, €
Path(A, ag, Ty), and so

Mx. (Te, Q) € Path((a: A) x Path(A, ag, a), (b, p), (', p))

as desired. O

Lemma 3.2.3 (J for paths). Letaag: A, a;: A, p:Path(A, ap, a;) > B type be given with
some d : (a:A) — Bla/ag,a/ai, \'_. a/p]. Then B is inhabited for any ao : A, a; : A, and
p : Path(A, ap, a1).

Proof. Given ay : A, a; : A, and p : Path(A, ao, a;), we have two elements of the singleton
type (a: A) X Path(A, ay, a): the canonical {(ay, A'_. ay) as well as (aj, p). By Lemma 3.2.2,
there is a path between these, some Q of type (ag, A'_. ag) ~» (ay, p). Fixing ay, we can
recast B as a type family indexed by singletons like so.

c:(a:A) x Path(A, ag, a) > B’ = Bl[fst(c)/ay,snd(c)/p] type

Then we have day € B'[{ag,A*_. ap)/c]. We obtain our desired result by coercing d a,

along our path between the singletons: coegfl;}[ 0x/(da0) € B'[{b1,q)/c]. O
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3.2.2 Paths in compound types

One theoretical and practical benefit of path equality is the ease with which we can char-
acterize the path types of compound types. We have already seen this implicitly in the
previous section, where we built a path in a product type (the singleton type) from a pair
of paths A'x. T, and A'x. Q, in the component types. That particular case is an instance of
the following general principle: we have an isomorphism between paths in products and
products of paths.

Lemma 3.2.4 (Paths in products). Let x: I > Atypeand x:I,a: A > B type be given
together with ¢y : ((a: A) X B)[0/x] and ¢; : ((a: A) X B)[1/x]. Then we have an isomor-
phism of the following type.

Path(x.(a: A) X B, ty, t1)

~

(p : Path(x.A, fst(ty), fst(t1))) X Path(x.B[p x/a], snd(ty), snd(t))
That is, a path in a product type is a product of paths.

Proof. Inthe forward direction, given t:Path(x.(a: A) X B, ty, t;), we have the pair of paths
(Mx. fst(tx), A'x.snd(t x)). In the reverse, given a pair of paths across the two types,
p : Path(x.A, fst(ty), fst(t1)) and g : Path(x.B[p x/a], snd(t), snd(t;)), we have a path in
the product type A'x. {p x, q x). It is straightforward to check that these two constructions
are inverse up to exact equality. i

The following characterization of paths in function types—a path between functions
is a proof they are path-equal on all arguments—is similarly immediate.

Lemma 3.2.5 (Function extensionality). Let A type and x:L,a: A > B type be given
together with fy : (a: A) — B[0/x] and f; : (a: A) — B[1/x]. Then we have an isomor-
phism of the following type.

Path(x.(a: A) — B, fo, fi) =~ (a: A) — Path(x.B, fy a, f1 a)
That is, a path in a function type is a family of paths when the domain is homogeneous.

Proof. Given p in the former type, we have Aa. A'x. p x a in the latter; given h in the latter,
we have A'x. Aa. hax in the former. These two constructions are clearly inverse up to
exact equality. m]

The above is, however, limited to dependent paths Path(x.(a: A) — B, Fy, F;) where
the domain type A is independent of x. We can give a more general principle in the case
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that A depends on x: a path between functions is a function from paths in the domain to
paths in the codomain. The proof of this result is rather more involved and in particular
makes use of coercion.

Lemma 3.2.6 (Paths in function types). Let x:I > Atypeandx:L,a: A > Btype be
given together with fy: ((a: A) — B)[0/x] and f;: ((a: A) — B)[1/x]. Then we have an
isomorphism of the following type.

Path(x.(a: A) — B, fo, f1)

(ao: Al0/x]) (a; : A[1/x]) (p: Path(x.A, ap, a1)) — Path(x.B[p x/al, fo ao, f1 a1)

That is, a path in a function type is a function from paths in the domain to paths in the
codomain.

Proof. Given q in the former type, we have Aay. Aa;. Ap. A'x. (g x) (p x) in the latter.

Conversely, suppose we are given h in the latter. Supposing x : [ and a : A, we must
construct an element of B that becomes fy a when x = 0 and f; a when x = 1. Employing
coercion, we can create a path P, along A from the single element a.

P, = /ﬂy.coei:‘y(a) € Path(y.A[y/x], coeX’(a), coeX ;! (a))

Note that we have P, x = a € A. By applying h to this path, we obtain a corresponding
path along B.

h (Px 0) (Px 1) Py € Path(y.B[y/x, Py y/al, fo (Px 0), fi (P 1))

Our solution is the evaluation of this path at x, the term h (P, 0) (Px 1) Py x € B, which
has the right type thanks to the equation P, x = a € A. When x is 0, it becomes fy (P, 0),
which is again fya; when x is 1, itis f; (P1 1) = f a.

Now we must check that the two constructions above are mutually inverse. First,
given q : Path(x.(a: A) — B, fo, f1), we need a path of the following type.

()L]Ix. Aa.qx ((Aﬂy. coeizy(a)) x)) w q

In fact, this equation holds up to exact equality, thanks to the reduction equation for trivial
coercions.

For the other inverse condition, we see after a bit of computation that we must con-
struct a path of the following type for h in the right hand type.

(Aag. Aay. Ap. Ax. h (coei}o(p x)) (coeX ;' (px)) Ay, coei}y(p x)) x) ~> h
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The key step, then, is to construct paths coe*’(px) ~> ay, coe* ' (px) ~ ay, and
- key step p xA \P x.A \P
coe Ay (px) » py. We can produce the third, which implies the others, as follows.

Coez.;gth(A[z/x],coexﬂz(p X),p z) (AH*' p x) € Path(A[y/x]’ coei;‘)y (p x), p y)

x.A

That is, the equation holds by reflexivity when y is x, so we can extend it to all other
values of y by coercion. O

Remark 3.2.7. In the case where A is degenerate, Lemma 3.2.6 gives us the following iso-
morphism.

Path(x.(a: A) — B, fo, f1)

~

(ap: A) (ar:A) (p:Path(A, ag,a1)) — Path(x.B[px/al, fo ao, f1 a1)

We can re-derive the alternative characterization in Lemma 3.2.5 from this principle by
singleton contractibility: any pair of arguments ay, p is equal up to a path to ag, A'_. ao.

We round out this section with a couple of results that we will not prove in detail—
they are not particularly difficult, but are easiest to prove with a larger toolbox of lemmas
than we want to set up here—but which will be useful in the future.

The first of these shows that in order to characterize the path family at some type, we
do not need to build an isomorphism explicitly: we only need one of the inverse condi-
tions, the one showing that the characterization is a retract of the path family.

Lemma 3.2.8 (Characterization by retract). Let Atypeand R:A X A — U and suppose
we have two functions as follows.

f:(ap, a1 : A) = R{ap, a;) — Path(A, ap, a1)
g:(ao,ay : A) — Path(A, ag,a1) — R{ao, a1)

If we have paths g ag a; (f ap a1 q) ~» q for all ay, a; : A, then Path(A, ay, a;) is isomorphic
to R (ay, a1) for all ag, a; : A. Moreover, in this case any function with the type of f or g is
an isomorphism.

Proof (sketch). See [Rij18, Corollary 1.2.6] for a more detailed proof (in HoTT).

Such a family of retracts implies that the product type (a; : A) X R{ao, a;) is a retract
of (a;:A) X Path(A, ap, a1). The latter is a singleton type, therefore contractible. A retract
of a contractible type is also contractible, so (a; : A) X R{ao, a1) is contractible.

Given any family of functions with the same type as f or g, the induced map from
(a1 : A) X R{ag,ay) to (a; : A) X Path(A, ap, a1) is an isomorphism, because any function
between contractible types is an isomorphism. That the induced map is an isomorphism
in turn implies that the original family of functions is a family of isomorphisms [Rij18,
Proposition 1.2.4].
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Finally, we have the crucial univalence principle relating paths between types in the
universe U to isomorphisms between those types. Note that by the above, we need only
prove that the types A ~ B are retracts of the types Path(U, A, B).

Theorem 3.2.9 (Univalence). Let A, B € U. Then the following function from paths in
U to isomorphisms is an isomorphism.

Ap.coe’>! e Path(U, A, B) — (A =~ B)

xpx

Proof. From [Ang19, Theorem 4.105] via Lemma 3.2.8 and [Uni13, Theorem 4.3.2], the last
of which shows that isomorphisms are path-equal whenever their underlying forward
functions are path-equal. O

3.3 Formalism and models

The cubical type theory 7 interprets most of the constructs of the ITT formalism sketched
in Section 2.2, with the notable exception of identity types (which we have replaced with
path types). In Section 5.3 of Part II, we describe one way to recover identity types in
a cubical setting. With that lacuna patched, we will be able interpret ITT as well as the
univalence axiom; using the higher inductive types also constructed in Part II, we can
obtain a computational interpretation of HoTT.

Alternatively, we may abandon identity types and HoTT entirely and instead develop
a natively cubical formalism. This approach has some notable benefits. For one, HoTT
is lacking as a formalism from a computational standpoint, failing to satisfy any kind of
adequacy theorem (Proposition 2.2.1) thanks to its lack of rules for reducing applications
of univalence and higher inductive type eliminators. This makes it difficult to use HoTT
to prove calculational results. Indeed, cubical type theory has an advantage in usability
more broadly. This observation goes back to Licata and Brunerie, who showed that merely
adopting a cubical organization for arguments in HoTT could drastically simplify proofs
[LB15]. (My own master’s thesis [Cav15] owes a tremendous debt to that observation.)
The effect is even more pronounced in a natively cubical theory, as many of the rules
which hold only up to identity in HoTT are exact in cubical type theory. The formulation
of path equality as function-like also means that the characterization of paths in com-
pound negative types is very straightforward, as in the proofs of Lemmas 3.2.4 and 3.2.5
above.

We can straightforwardly adjust the formalism for intensional type theory introduced
in Section 2.2 to expose cubical elements. We add judgments for two new concepts: the
interval and constraints.
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Judgment Presuppositions Reading

Frr:l (T ctx) r is a path interval term in context I’
Trr=r:1 (Crrr:I r and r’ are equal path interval terms
F'ré&:F (T ctx) & is a constraint in context I’
FréE=¢:F [TrEE:T & and & are equal constraints

[+ &satisfied (T'F E:F) & is a satisfied constraint in context I'

The interval and constraint judgments are simple to axiomatize, interval and con-
straint assumptions behaving not dissimilarly to ordinary term variable assumptions. To
begin with, we have two new context formers.

I' ctx '+¢:F
I.Ictx I'.& ctx

The rules for substitutions into contexts with an interval or constraint match their term
equivalents.

["+y:T ["+r:1 I'ry:T [’ + é[y] satisfied
I"ryr:TI [Irpr:T I'ryx:T.&
' é:F , ,
—_— I'tpo(yr)=y:T I'ry=(proy)vi[y] : T.I
F.fl— p]p:r
I"I—pFO(}/.*):}/IF r’ky:(pFoy)‘*;F.é—/

In addition to variables, the interval is inhabited by the two constants; constraints take
the form of equations and are satisfied when those equations hold.

I ctx Trd: A Trr:l I ctx
FIrv:I rro:1I Fr1:1 Frvi[dr]=r:1 I'.&£+ & satisfied
T'rr:1 T'rs:I Trr:I
F'tr=s:F I' + r = r satisfied

Frr:I Trs:I I + r = s satisfied

I'tr=s:1I

With the judgmental apparatus in place, we can specify the type-generic rules for coer-
cion.
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I'I+ Atype IF'rrs:I '+ M:Alid.r]
coe’, *(M) : Alid.s]

I'I+ Atype Frr:l I'-M:Alid.r]
coe/, (M) =M : Alid.r]

Composition is more involved, as we need a way to represent the list of terms con-
stituting a tube. But our goal here is not to give a complete formalism for cubical type
theory, only to set up enough structure to make sense of further additions in Part III.
We therefore leave the remainder as an exercise to the reader and refer to [ABCFHL19;
CCHM15] for more complete examples of cubical formalisms.

3.3.1 Models in cubical sets

The “standard” non-computational models for cubical formalisms interpret contexts as
cubical sets, presheaves on a given cube category. For cartesian cubical type theory, the
cube category has a simple description in terms of interval contexts. We assume some
basic knowledge of category-theoretic terminology.

Definition 3.3.1. The cartesian cube category G, is the category whose objects are in-
terval contexts ¥ ictx and whose morphisms ¢ € G0, [¥’, ¥] from ¥’ to ¥ are interval
substitutions ¥’ I ¢y € V.

A presheaf on a category C is a family of sets indexed by elements of C, with transition
functions between those sets indexed by the morphisms of C. More concisely, it is a
functor from the opposite category of C into the category of sets.

Definition 3.3.2. A presheaf G on a category C consists of the following data.
« For every c € C, an set G(c).
« For every f € C[c/,c], a function G(f) : G(¢) — G(¢).

We require that G(id;) = idg() for every ¢ € C and G(f o g) = G(g) o G(f) for every
geClc”,cland f € C[(,c].

We write PSh(C) for the category of presheaves on C. We define the morphisms
a € PSh(C)|G, H] to be families of functions a(c) : G(¢) — H(c) satisfying a naturality
condition.

Definition 3.3.3. A morphism a € PSh(C)[G, H] is a family a(c) : G(c) — H(c) of
functions such that H(f) o a(c) = a(c’) o G(f) for every f € C[c/, c].
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A presheaf G € PSh(GZ,), then, is a family of sets G(¥) indexed by interval contexts
(which we think of as the elements in context ¥) with a function G(¢) : G(¥) — G(¥’)
for every ¥’ I ¢ € ¥ (which we think of as the action of interval substitution on those
elements). Note the analogy to a context I' ctx of one of our cubical type theories: for
every ¥, we have the set of closing substitutions ¥ I y € T (modulo equality), and
given V' - y € Yand ¥  y € T we have an induced ¥’ I+ yy € T. In accordance
with this analogy, cubical sets can serve as an alternative interpretation of the contexts of
our cubical formalism, with substitutions between contexts interpreted as morphisms of
presheaves.

To interpret the interval judgment, we make use of the Yoneda embedding &, which
takes objects of the indexing category to objects of the presheaf category.'

Definition 3.3.4. Given ¢ € C, we define &(c) € PSh(C) by &(c)(d) = Cld,c] and
F(e)(f) = (=)o f.

We have an interval presheaf I := & (x:I) € PSh(CZ,) defined as the Yoneda embedding
of the single-interval context. By definition, the elements of I(¥) at a context ¥ are the
substitutions ¥ I ¢ € (x : 1), which is to say interval terms ¥ I r € I. We then interpret
open interval terms I' + r : I as morphisms [r] € PSh(GZ,)[[[],I] from the context’s
interpretation (a cubical set) into this interval presheaf. Context extension by an interval
hypothesis is interpreted by (pointwise) product of presheaves: [I'I] := [I'] x I where
(IT] xD(¥) = [T](¥) x (D).

Types over a context I', meanwhile, are interpreted as families indexed by elements
of [I'] and equipped with interpretations of the Kan operations. First, let us define an
intermediate notion of semantic pretype.

Definition 3.3.5. Given a presheaf G, a semantic pretype over G is a family T of sets
T(V¥, g) indexed by pairs of ¥ € &0, and g € G(¥) and equipped with transition functions
T(y,g9) : T(¥,9) = T(¥Y',G(¥)(9)) for every ¥ I+ ¢ € ¥ such that T (idy) = idr(y4) and
TWy) =TY") o T(Y).

Again, this matches the computational setting, where an open pretype I' > A type
is defined by the elements of its instances ¥ - Ay type for ¥ ictx and ¥ I y € T'. Note
that given a transformation @ : H — G of syntactic contexts, we can reindex T above
to get a semantic pretype a*T over H: (a*T)(¥, h) := T(¥,a(¥)(h)) and («*T) (¥, h) =
T(, a(¥)(h)). We thereby interpret substitution on types.

Syntactic elements are interpreted by families of semantic elements.

'We employ the character & (“yo”) from the Japanese hiragana syllabary to represent the Yoneda
embedding. The stylized & symbol used here was created by Favonia.
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Definition 3.3.6. Given a presheaf G and pretype T over G, a semantic term in T is
a family of elements t(¥,g) € T(¥,g) indexed by ¥ € 07, and g € G(¥) such that

T(y)(t(¥,9) = t(¥,G({)(9))-

Finally, a semantic type is a pretype equipped with operations interpreting the rules
for coercion and homogeneous composition.

Definition 3.3.7. Given a presheaf G and semantic pretype T over G, a coercion operator
c for T is a family of elements as follows: for every ¥ € 7, interval terms r,s € I(¥),
context element g € G(¥,x : 1), and t € T(¥,G(idy,r/x)(g)), we require an element
c(¥,r,s,9.t) € T(¥Y,G(idy, s/x)(g)). We ask that these satisfy the following properties.

« T(W)(c(¥Y,1,8,9,t)) =c(¥,rd,s¥, G(¥)(9), T(Y,g)(t)) for every ¥’ I ¢ € V.

e c(¥,r,r,gt)=t.

We similarly define the concept of homogeneous composition operator for a semantic
pretype. A semantic type is then a triple (T, c, h) consisting of a semantic pretype with
accompanying coercion and homogeneous composition operators.

For interpretations of the individual type formers, we refer to [ABCFHL19], which
describes a family of models for a cartesian cubical type theory (broadly similar to ours)
in settings such as PSh(CZ;). One may also turn to [BCH13; CCHM15; OP18; LOPS18;
CMS20] for presheaf-based or presheaf-like models of other variations of cubical type
theory.






Part 11

Higher inductive types
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Chapter 4

Introduction

We now return to the question that motivated our search for contentful equality: defining
(effective) quotients in a computational, type-theoretic setting. In fact, we will obtain our
quotients as instances of a broader class of constructions, the higher inductive types (or
HITs). Higher inductive types unify the concepts of inductive type and quotient, recog-
nizing that a quotient is generated by a collection of equalities in the same way that an
inductive type is generated by a collection of constructors. When elements and equalities
are ultimately the same kind of object, as is the case in cubical type theory, these two
varieties of generation can be collapsed into instances of a single phenomenon.

Inductive types Before going “higher”, let us first recall the concept of inductive type,
one of the fundamental building blocks of traditional type theory. An inductive type
is one whose elements are generated by some collection of constructors, term formers
that introduce elements of the type. The type of natural numbers, Nat, for example, is
generated by two constructors: zero and suc (for “successor”), the latter of which takes a
natural number as input. By “generated”, we mean that every element of Nat is obtained
by iterating the constructors: we have zero (i.e., 0), suc(zero) (i.e.,, 1), suc(suc(zero)) (i.e.,
2), and so on, but nothing else. Schematically, we might write the specification of Nat as
follows.

inductive Nat where
| zero € Nat
| suc(n : Nat) € Nat

The fact that Nat is generated by these constructors is expressed internally by an elim-
inator term, which we can use to construct functions (n: Nat) — D by case analysis. The
eliminator for Nat corresponds to the principles of primitive recursion and mathematical
induction of classical mathematics. To construct a function out of Nat, it suffices to define
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f(0) and to define f(n+1) in terms of f(n); to show that a property P holds of all elements
of Nat, it suffices to show that P(0) holds and that P(n) implies P(n + 1).

An inductive type might be defined relative to some collection of parameters; for ex-
ample, given parameter types A, B € U, we can form their coproduct (i.e., disjoint union,
or sum), whose elements are tagged elements of either A or B.

A:U,B:U> inductive A + B where
|inl(a: A) e A+B
|inr(b:B) €e A+ B

The eliminator for the coproduct expresses that we can construct a function (¢:A + B) —
D given functions (a : A) — Dlinl(a)/c] and (b : B) — DJinr(b)/c]; from the logical
perspective, we can prove a property of elements of A + B by showing that it holds of all
elements of the form inl(a) and all elements of the form inr(b).

A bit more generally, an inductive type might also take one or more indices [CP88;
Dyb94], as in the following inductive type of vectors of elements of A of length n. Here
A is a parameter, while n is an index.

A : U > inductive Vec(A, n : Nat) where
| nil € Vec(A, zero)
| cons(n : Nat,a : A,v : Vec(A, n)) € Vec(A, suc(n))

An index is distinguished from a parameter in that the constructors may introduce ele-
ments at different indices. In this case, nil constructs the empty vector, which has length
zero, while cons(n, a,v) takes a vector v of length n as input and constructs a vector of
length suc(n) by appending a new element a. By contrast, the parameter A is uniform
across all constructors. We call inductive types with indices indexed inductive types; they
are also known as inductive families.

The concept of (indexed) inductive type admits various further generalizations, in par-
ticular to inductive-inductive types [NS10] and inductive-recursive types [Dyb00], which
permit the interleaving of multiple inductive and recursive definitions in a certain way.
Our objective in this thesis is to generalize in a different direction, to higher inductive
types, by adding the ability to declare path constructors. We take the class of indexed in-
ductive types as our starting point for this generalization for two reasons. First, some in-
genuity is required to give a computational interpretation for inductive types with indices
in cubical type theory, in particular to interpret coercion in these types. By contrast, our—
admittedly untested—expectation is that the implementation of coercion in indexed induc-
tive types generalizes straightforwardly to inductive-inductive and inductive-recursive
types. Second, Martin-Lof’s identity type is an indexed inductive type. By interpreting
indexed inductive types, we are therefore able to interpret Martin-Lof’s intensional type
theory (Section 2.2) en passant; because cubical type theory also validates the univalence
axiom, this makes cubical type theory a constructive interpretation of HoTT.
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Path constructors Higher inductive types, conceived at a 2011 workshop in Oberwol-
fach by Bauer, Lumsdaine, Shulman, and Warren, enlarge the class of inductive types by
allowing a new form of constructor, the path constructor. Originally proposed for HoTT
and thus specified in terms of identity types, we describe HITs here in terms of the cu-
bical interval. A path constructor is exactly what it sounds like: a term that constructs
paths in an inductive type. As a simple and somewhat contrived first example, we might
define the type of integers as a type with two ordinary (“point”) constructors and one path
constructor.

inductive Int where

| neg(n : Nat) € Int

| pos(n : Nat) € Int

| seg(x :I) € Int [x =0 <> neg(zero) | x =1 < pos(zero)]

The first constructor defines a “negative” integer for every natural number, while the
second defines a “positive” integer for every natural number. The final constructor ex-
presses that negative zero is the same as positive zero by defining a path between them: a
term x:I > seg(x) € Int such that seg(0) = neg(zero) € Int and seg(1) = pos(zero) € Int.
Pictorially, the elements of Int look something like the following.

seg (x)

In this way, we define Int as the quotient of two copies of Nat by the relation that
relates the two zeroes. We think of the point constructors as “zero-dimensional” elements
of the type, while path constructors are “one-dimensional” elements; we can more gener-
ally consider n-dimensional constructors for n > 1, which would construct paths between
paths and so on. The only special feature of path constructors, from a specification per-
spective, is that we should be able to specify their boundary, a collection of equations on
interval terms at which the constructor should reduce. In the case of seg(x), these are the
requirements that seg(0) = neg(zero) and seg(1) = pos(zero).

Elimination from a higher inductive type also treats path constructors simply as or-
dinary constructors with boundary conditions. To define a function (z : Int) — D, we
must explain what to do on each of the constructor. For the negative elements, we need
a term n : Nat > T € D[neg(n)/z]; for the positive elements, a term n : Nat > Tp,s €
D[pos(n)/z]. For the path constructor, we require a path x :I > T;e, € D[seg(x)/z] such
that Tseg[0/x] = Theg[0/n] and Tieg[1/x] = T,05[0/n], mimicking the boundary conditions
on the path constructor. In other words, we need functions for the positive and negative
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cases with a path in D connecting the images of the two zeroes, i.e., functions on the
elements that respect the quotienting equality.

Thinking more generally, we can express the general idea of quotienting by a relation
with a higher inductive type that takes the relation as a parameter. Given a type A € U, a
binary relation on A is a family of types R € A X A — U: for each pair a,d’ € A, we think
of R{a,a’) € U as the type of proofs that a and a’ are related by R. Given such a relation,
we can define the quotient of A by R as follows.

A:U,R:AX A — U > inductive A / R where
| pt(a: A) e AR
|rel(a:A,d : Ar:R{ad),x:I)e AR [x=0< pt(a) | x =1 pt(a)]

The quotient of A by R has a point for every point of A, and draws a path between pt(a)
and pt(a’) whenever there is some r € R (a, a’). To define a map out of this type into some
D, we specify a map from A to D together with a path between the image of every pair of
related elements.

It would seem at first glance that this single higher inductive type is the only one
we need, if we are only interested in constructing quotients. The reality is not quite so
simple. In a system where equality is contentful, the quotient A // R can behave in ways
that are unintuitive to the contentless mind. Although many of the more complex higher
inductive types can be encoded using only inductive types and — // —, we contend that the
full generality of higher inductive types is the more natural abstraction in a type theory
with contentful equality, as demonstrated by the following example.

The higher structure of cubical types To get a feeling for the potentially surprising
behavior of A //R, let us consider an example. Suppose that we have a unit type, Unit, a type
with exactly one element (%), and a boolean type Bool, a type with exactly two elements
(tt and ff). For any type A € U, the constant function Tot(A) :=A_.Unite AX A — Uis
the total relation on A, which relates each pair of elements a, a’ € A by way of the witness
* € Tot(A) (a,a’). If we take the quotient Bool // Tot(Bool), we might expect to get a type
which is isomorphic to Unit; we have equated every pair of elements in Bool, after all.
Instead, we get a type that looks something like the following picture.

rel(tt, ff, %, —)
rel(tt, tt, *, —) rel(ﬁ: ﬁ:’ *, _)

rel(ff, tt, x, —)
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Indeed, we have a path between every pair of elements—but because some of these
paths are redundant, we wind up with a type that contains non-trivial loops. This type
is not isomorphic to Unit; we can even prove as much inside the type theory, using tech-
niques we sketch below. In short, the types of cubical type theory are not character-
ized purely by their zero-dimensional elements: they have higher structure. The zero-
dimensional structure of Bool // Tot(Bool) matches that of Unit—every point is connected
by some path to pt(tt)—but their one-dimensional structures differ.

If what we want is an operator on types that collapses the structure of its input, then,
quotienting by the total relation will not suffice. Instead, we can take what is called the
propositional truncation [Unil3, §3.7], a higher inductive type that is not obviously ex-
pressible as a quotient.

A : U > inductive ||A|| where
| pt(a: A) € [|A]l
| squash(t: [|A]l, " : |All,x: D) e ||A]] [x=0—>t|x=1—1]

Like A // Tot(A), the propositional truncation contains an element pt(a) for every
a € A. While the former’s path constructor identifies every pair of elements coming from
A, the latter’s identifies every pair of elements of ||A||, that is, every pair of elements
in the very type being defined. The effect is that the squash constructor does not only
collapse the zero-dimensional structure, but can be used recursively to collapse first the
one-dimensional structure, then the two-dimensional structure, and so on. For example,
consider the following term x : Ly : T > M(x,y) € ||Bool]|.

M(x,y) = squash(squash(pt(tt), pt(ff), y), pt(tt), x)

When x = 0, the outer squash term is equal to its first argument, squash(pt(tt), pt(ff), y);
when x = 1, it is equal to pt(tt). This term therefore constructs a homotopy, a path
between paths, connecting the constant path A'_. pt(tt) € Path(||Booll|, pt(tt), pt(tt)) and
the “redundant” loop A'y. squash(pt(tt), pt(ff), y) of the same type. Pictorially, M “fills in”
the loop at pt(tt).

squash(pt(tt), pt(ff), -)

squash(pt(tt), pt(tt), —) squash (pt(ff), pt(ff), —)

squash (pt(ff), pt(tt), -)

Similar applications of squash fill in the other two holes in this picture. A bit more ab-
stractly, we can visualize M as a square varying in the two axes x and y, with edges and
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vertices given by the terms shown below. (In this case, three of the four edges are actually
degenerate.)

y
[ () squash(pt(tt), pt(ff), y) . D)

pt(tt) M(x,y) pt(tt)
pt(tt) > pt(tt)

pt(tt)

Of course, the squash constructor also creates many redundant homotopies, just as
it creates redundant loops, but these too can be filled in by further iterations of squash.
In the end, ||Bool|| does turn out to be isomorphic to Unit, as is ||A|| for any type that
contains at least one element. (If A is empty, then so too is ||A]|).

In truth, propositional truncations—and many other HITs, though not all [LS20, §9]—
can be indirectly obtained by constructions that rely only the quotient HIT [Doo16; Kral6;
Rij17, §7]. However, these constructions are fairly involved; while it is useful to know
they are possible, providing general higher inductive types as primitive is much more
convenient for the cubical programmer.'

The upshot of this example is that identifying elements of a type—a process cleanly
accomplished by quotienting in classical mathematics—is a more delicate business when
equality is contentful, because we must consider how we identify those elements. We can
think of this as an acceptable cost of univalence and (what we will see to be) effective
quotients. That cost can be mitigated; for one, we can define a set truncation HIT that col-
lapses the higher structure of a type in the same way that ||—|| collapses all structure, and
use this to destroy any higher-dimensional structure we inadvertantly create.” However,
we can also see the higher structure of cubical type theory as a benefit in and of itself,
allowing us to use type theory as a language for higher-dimensional mathematics.

Synthetic homotopy theory Algebraic topology and homotopy theory are closely re-
lated mathematical fields that study objects carrying higher structure: their properties,
techniques for classifying them, and so on. Right from the origins of higher-dimensional

! Also, the computation rules for path constructors in these encodings often only hold up to path equal-
ity, whereas we can get exact equalities with a direct construction.

2Taking a different tack along these lines, the type theories OTT [AMS07] and XTT [SAG19] include
contentful equality but nevertheless require that all types have trivial higher structure: proofs of equalities
do carry computational content, but all such proofs are interchangeable. Univalent universes do not fit into
this paradigm, but effectivity of quotients can be obtained.
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type theories—Awodey and Warren’s work on modeling identity types with weak fac-
torization systems [War08; AW09]—a guiding motivation has been their potential as a
language for proving results in topology and homotopy theory. This program, labelled
synthetic homotopy theory, took center stage in the seminal HoTT Book [Uni13], and has
continued to expand since, even generating new classical results [FFLL16; ABFJ20].

To get a taste of the kind of topological results we can state and prove in cubical type
theory, let us consider a simple HIT with non-trivial higher structure: a circle.

inductive Circle where
| base € Circle
| loop(x : I) € Circle [x =0 <> base | x =1 < base]

This circle has a single base point and a single loop at that point, that is, a path
from that point to itself. One way we can analyze the circle is by characterizing the
type Path(Circle, base, base) of paths from the base point to itself; this is the fundamental
group of (Circle, base).”> Calculating fundamental groups is one of the most basic tools
for classifying spaces in algebraic topology; for example, we can see that Circle is not
isomorphic to Unit or to Circle X Circle by comparing their fundamental groups.

We certainly expect there to be at least two paths from base to base: the constant path,
Alx. base, and the path given by the loop constructor, A'x. loop(x). In fact, because paths
(like equalities) are invertible and composable, there are integer-many paths: we wind up
with an isomorphism Path(Circle, base, base) =~ Int. The path that goes around the loop
“forward” n times corresponds to the positive integer n, while the path that goes around
the loop “backward” n times corresponds to —n.

We will not give a proof of this isomorphism here—see [LS13] or [Uni13, §8.1]—but
we do want to call attention to one aspect. To construct the isomorphism, we must of
course be able to define a function Path(Circle, base, base) — Int. That is, we must be
able to extract data (an integer) from a path. Thus we arrive again at the problem at the
root of effectivity of quotients. This time, with contentful equality in hand, we will be
able to solve it.

Descent and effectivity Both the characterization of Path(Circle, base, base) and ef-
fectivity of quotients depend on a more fundamental descent property, a concept which
originates in category theory and arises in cubical type theory from a combination of
univalence and the ability to define types by case analysis.

Observe that we have an isomorphism I € Int =~ Int whose forward map sends the
integer n to its successor n + 1. By univalence, this isomorphism induces a path in the

3A bit more precisely, this is the loop space, while the fundamental group is the set truncation
|[Path(Circle, base, base)||o of this type. In this case, the two are isomorphic, as the circle has no structure
above dimension one.



92 Introduction

universe, which we will call UAT € Path(U, Int, Int). By case analysis, we can use this
path to define a function Code € Circle — U as follows.

case c of
Codec := | | base — Int
| loop(x) — UATx

That is, we draw a picture of a circle in U by choosing the type Int as our point and UA I as
our loop at that point. The transformation of the data (Int, I) into a function Circle — U,
instrumented by the circle eliminator, is the aforementioned descent.

Now suppose we have an arbitrary path p € Path(Circle, base, base). By applying
Code to this path pointwise, we obtain a path A’x. Code (px) € Path(U, Int, Int). We
define our candidate integer corresponding to p by coercing 0 € Int along this path.

encode p = coegzlode (px)(o) € Int
This gives us an integer; is it the integer we want? If we apply encode to the constant
path, we have a coercion along a constant path, which we can show corresponds to the
identity function. (We henceforth use ~» as an informal infix notation for paths.)

encode (A'x. base) = coe?;nlt(o) ~» 0 € Int

On the other hand, if we supply A'x. loop(x), coercion on a path formed by univalence
transforms into an application of the underlying isomorphism, which sends n to n + 1.

encode (A'x. loop(x)) = Coe?CT}AIx(O) ~mw0+1=1€Int

So encode does, at least, distinguish between the constant and single loop paths. Although
we cannot inspect its behavior further without getting into the nature of composition and
inversion of paths, suffice to say that we indeed have encode (A'x. loop™(x)) ~ n € Int
for every integer n, where loop” is an n-fold composition of the loop constructor.

By the same technique, we can extract witnesses from paths in our example of a quo-
tient from Chapter 1, the integers modulo n. Recall that we wanted Int, to be the quotient
of Int by the following relation.

my ~ my == (p : Int) X Id(Int,m; — mo, p - n)
We can write a definition of Int, as a higher inductive type as follows.

n: Nat > inductive Int, where
| int(m : Int) € Int,
| mod(m:Int,x:I) €lnt, [x=0<—int(m)|x=1<—int(m+n)]
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This is a bit different from the naive quotient Int / =~: to avoid introducing redundant
higher structure, we only construct paths m ~» m + n, not paths m ~» m + p - n for all
p : Int. The latter are instead obtained by interated composition of the mod constructor:
m-~>m+l-nw---~m+(p—1)-n~wm+p-n.

For any mg, m; € Int, we have an isomorphism I mym; € (my = my) =~ (mg = m; + n):
if my and m, differ by a multiple of n, then so do my and m; + n, and vice versa. Using
this, we can define a type family Code € Int — Int, — U that takes m, and int(m;) to
my ~ my by case analysis.

case t; of
Codemgyt; := | |int(my) > mg =~ my
| mod(mq, x) — UA (Imgmq) x

Now, given any path p € Path(Int, int(my), int(m;)), we can extract a proof of my ~
m1 by coercing the element (0, P) € my ~ my (where P is some proof that my—mgy ~» 0-n)
along the line of types obtained by applying Code m, to p pointwise.

encode p = coe?c._élodem0 (px)(<0, P)) € my ~ my

So we have encode € Path(Int,int(my),int(m;)) — my ~ m;. With a bit more coding,
we can show that encode is even an isomorphism; Int, is an effective quotient of Int by

The computational content of paths is essential to this argument: Code examines the
content of path constructors to convert them into univalence-wrapped isomorphisms, and

coercion in turn inspects its input type line to extract an isomorphism and apply it.

Outline In the following chapters, we realize the promise of higher inductive types
sketched above, defining a class of specifications that include such types as Int, and ||A||
and explaining each such specification as a computational object in a cubical type theory.

In Chapter 5, we begin by considering a number of representative examples of higher
inductive types in more detail, exploring in particular how to implement coercion for
each. In addition to proper higher inductive types, we also consider indexed inductive
types; implementing coercion for these requires similar techniques despite the absence of
explicit higher structure.

Chapter 6 is the meat of this part: we define a schema for specifying indexed higher
inductive types, show that we can construct type systems closed under these types, prove
that they support coercion and composition, and formulate and prove their introduction
and elimination principles.

We close with a discussion of related and future work in Chapter 7.






Chapter 5

Case studies

A reasonably complete theory of higher inductive types must accommodate a number of
features, each of which introduces its own complications. Fortunately, each of these fea-
tures can be examined in isolation. In this chapter, we consider a collection of representa-
tive examples that highlight those features in turn. To get a computational interpretation
off the ground, the main problem we need to solve is the interpretation of the Kan oper-
ations, coercion and composition. Finding solutions to that problem will in turn require
us to think carefully about what the values of a higher inductive type should be, and how
an eliminator should behave when applied to each value.

5.1 Quotients and pushouts

Integers modulo two Our most basic examples of higher inductive types are quotients.
As a first cut, then, let us consider a single concrete instance of a quotient, the integers
modulo 2. (We will suppose that we already have an integer type, which could be imple-
mented in any number of ways.)

inductive Int; where
| int(m : Int) € Int,
| mod(m:Int,x:I) €lInty [x=0 < int(m) | x =1 < int(m+ 2)]

Note that this definition gives us the free (higher-dimensional) equivalence relation gen-
erated by the path constructors: we only put in paths int(m) ~» int(m+2), but we should
be able to derive paths int(m) ~» int(m+2-p) from the general properties of path equality.

A first interesting property of higher inductive specifications is that a constructor
may depend on previous constructors: we cannot state the boundary of mod without
knowledge of the int. By contrast, the constructors of an ordinary indexed inductive type
are always independent of each other.

95
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To give a computational definition of this type, we have a number of pieces to as-
semble: its operational semantics (including both the constructors and eliminator), the
relation named by Int,, and its coercion and composition operators. To start with, it is at
least clear that the constructors of the inductive type should be values, with the exception
that the boundary of a path constructor should reduce as specified.

int(M) val mod (M, x) val mod(M, 0) — int(M) mod(M, 1) — int(M + 2)

Naively, we might take the terms int(M) and mod(M, x) as the sole values of Int,.
For this to be sensible, however, we need to check that the Kan operations are definable.
Because we have restricted our attention to a concrete HIT with no parameters, we have
no problem with coercion: the only line of the form x.Int; is the constant line, so we can
define coercion across it as the identity function.

coe” ° (M) — M

x.Inty

It is with composition that we find ourselves in hot water. Recall that hcom in par-
ticular implements symmetry and transitivity of the path relation. In order for these to
be implementable in int(M), they must hold on the level of values; for one, given any
value x : I > V € Inty, there should be some inverse value x : I > W € Inty with
WI[0/x] = V[1/x] € Int, and W[1/x] = V[0/x] € Int,. But this clearly fails for our
choice of values: we always have a path int(M) ~» int(M + 2), but there is no value
that provides a path int(M + 2) ~» int(M). Likewise, our selection of values fails to be
transitive, there being no paths int(M) ~» int(M + 4) or int(M) ~» int(M + 6).

We therefore have no choice but to revise our choice of values, adding new terms to
stand for these values obtained by composition. Of course, we need to account not only
for the special cases of symmetry and transitivity, but for all kinds of composition. We
therefore introduce formal composite values, fhcom, that provide composites for every
possible composition problem.

rs (i) & satisfied (i) & satisfied

fhcom™*(M; & < x.N;) val fhcom™™"(M; & < x.N;) — M

(Ai < k) & satisfied & satisfied

fhcom”™*(M; & — x.N;) —> Ni[s/x]

The reduction rules for fhcom line up exactly with the equations imposed in the defi-
nition of composition (Definition 3.1.27). By adding fhcom values to our definition of the
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relation for Int,, we can use them to define composition in Ints.

hcom{ *(M; & < x.N;) > fhcom™™*(M; & — x.N))

Translating this into a precise definition in the framework of Section 3.1, we would
define the - -relation [Int,] to be the least closed under the following three principles.

o int(M) ~ int(M’) € [Inty](¢¥) foral¥ r y € - and ¥ r M = M’ € Int.

« mod(M, x) ~ mod(M’,x) € [Inty](Y) forall¥ r ¢y € -, x € ¥,and ¥ r M = M’ € Int.

« fhcom"*(M; & — x.N;) = fhcom"*("M; & — x.N]) € [Int;](y) whenever the argu-
ments are well-formed and equal composition problems in {} [Int,](i/), as specified in
Definition 3.1.27.

In short, we are now defining Int; as freely generated by the constructors together with
their composites.

In order to justify throwing new values into the definition of Int;, however, we must
check that we can still define the expected eliminator for the higher inductive type. That
is, we must be able to construct a function (a:Int;) — D given a clause for each construc-
tor as follows.

e m:Int > Ty € D[int(m)/a].
o« m:Int,x: 1> Thod4 € D[mod(m, x)/a] satisfying
— m:Int > T,,0d4[0/x] = Tint € D[int(m)/a]
- m:Int > Tyod[1/x] = Tint[m + 2/m] € D[int(m)/a].

Given these and an element M € Int,, let us use the syntax elim(a.D; M; m.Tint, m.x.Tiod)
for the application of the eliminator with these clauses to M. It is clear how the elimina-
tor should evaluate when applied to constructor values: simply step to the appropriate
provided clause.

elim(a.D;int(M); m.Ting, m.xX. Tmod) —— Tint[M/m]

elim(a.D; mod (M, y); m.Tint, m.x.Tod) V> Tmod [M/m, y/x]

The boundary equations on Tp,q Will ensure that this definition evaluates coherently on
a mod term, as is necessary to establish well-typedness.
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But how should the eliminator evaluate on a formal composite? We are rescued by
the assumption that a : Int, > D type—in particular, that D itself supports coercion and
composition. We may therefore evaluate an eliminator applied to a composite by stepping
to a composite of the same shape in the target type. For example, if we apply the eliminator
to the inverse of a path P, the result will be the inverse of the same eliminator applied to
P; if we apply it to the composition of two paths P and Q, the result will be the composite
of the eliminator applied to P and the eliminator applied to Q.

Formally, this intention is expressed by the following operational semantics rule, which
uses the heterogeneous composition operator com introduced in Definition 3.1.30.

r#s (i) & satisfied D, := D[fhcom™¥(M; & — y.N;)/a]

elim(a.D;fhcom” * (M; & < y.N;); m.Tint, m.X.Tnod)

>

com;j)sy (elim(a.D; M; m.Tint, m.x.Tinod); & < y.elim(a.D; Ni; m.Tint, m.x.Tinod))

In words, by applying the eliminator to each component of the composition problem,
we obtain a composition problem in D. In particular, this problem lies over the filler

y.fhcom" Y (M; & — y.N;): at r = y we have elim(a.D; M; m.Tint, m.x.Tinod) in D[M/al],
while at each & we have y.elim(a.D; Nj; m.Tin, m.x.Tinod) in y.D[N;/a]. The composite of
these terms is then a term in D[fhcom” *(M; & < y.Nj;)/a] as required. The evaluation
is moreover coherent in D when the inputs are well-typed, thanks to the equations com is
required to satisfy. To summarize, because the composites in Int; are freely generated and
any target type has its own composites, we have a canonical way to extend any function
covering the constructors to also cover formal composites.

Remark 5.1.1. We motivated our need to introduce homogeneous composites with the
observation that the elements introduced by mod do not otherwise satisfy symmetry or
transitivity. It may be tempting, therefore, to instead simply require that the data for a
path constructor specifies an equivalence relation, disallowing mod but allowing a con-
structor mod’(m, p, —) that connects int(m) ~» int(m+2- p) for each integer p. However,
such a definition will also fail to be Kan “one dimension up”. For example, path induction
implies the existence of the following square not derivable from mod” alone.

Yy
X‘J/_> int(m) mod’(m 1.y) int(m + 2)

~

mod’(m, 1, x) int(m + 2)

int(m + 2) ntm+2) y int(m+ 2)
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Indeed, we would need to require that the input relation is an co-equivalence relation
[Rij18, Chapter 13], a serious burden to place on the programmer.

General relations We have now seen how to handle a single concrete higher inductive
type, in particular how to interpret composition in such a type. The next step is to consider
a higher inductive type with parameters, in which case we will also have a non-trivial
coercion operation to implement. Let us start with a particularly simple case: quotienting
by a type-valued relation, as introduced in Chapter 4.

A:UR:AXA — U> inductive A / R where
|pt(a:A) € AJR
|rel(a:A,d : Ar:R{ad),x:I)e AJR [x=0<pt(a) | x =1 pt(a)]

As before, the constructors alone are not sufficient to interpret composition. We do not
know that R is symmetric or transitive, for example. (Indeed, the higher inductive type
produced is really the quotient of A by the higher equivalence relation generated by R,
which is captured by the addition of free composites.) Accordingly, we once again im-
plement composition with formal composites; the addition of parameters has no effect
here.

For coercion, consider the situation where we have a line of types x.(A / R), made
up oflinesx:I > A e Uand x:I > R € AXA — U in the parameters. Given some
element M € A[r/x] // R[r/x] at some r € I, we are charged with producing an element
of A[s/x] /) R[s/x] for any other s € I. The natural course of action is to do so by case
analysis on the value of M. We begin by evaluating the argument of the coercion to a
value.

M+— M

coe;:;//R(M) — coe;::\s//R(M')

Once we arrive at a value V, we inspect it. If V is a point pt(N) where A : A[r/x], for
example, we can coerce by coercing the inner argument along x.A and then repackaging
it with pt.

coe 2 p(Pt(N)) F— pt(coel ;' (N))

The output of the inner coercion has type A[s/x], and so the reduct is indeed of type
Als/x] J/ R[s/x]. The same works for the path constructor: coerce each argument and
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repackage.
A//R(rel(N N',P,y))
—
r—s r—s r—s
rel(coe’ 7 (N), coel 7 (N’), > CO€.. Ricoe "¥(N), coe’f’y(Nf))(P) Y)

While the above looks a bit more complicated thanks to the dependency of the type of P
on N and N’, the essential idea is the same. As required, the reduction is coherent: if, for
example, we reduce and then instantiate y with 0, the result steps to pt(coe! ¥ (N)), which
is the same as the result we would arrive at by instantiating y with 0 and then reducing.
Finally, we must consider coercion on a formal composite. In this case, the idea is
the same as with the eliminator. A coercion applied to a formal composite becomes a
composite of coercions in the target type—which is to say, another formal composite.

co ’_X//R(fhcomt_’”(M & > y.N))) — fhcomt_’”(coer_;f//R(M); & — y.coe;:ls//R(N,-))
Again, it is easy to see that this is a coherent definition, and it completes our specification
of coercion in the quotient type.

Note that we do not have the option of defining coercion in the quotient type by
simply introducing formal coercions, as we did with composition—at least, not without
imposing severe restrictions on the parameters. The problem is that, unlike composition,
coercion moves between different instantiations of the parameters of a type. If we intro-
duced formal coercion values, the values of a given A // R would depend on the values of
A" || R for every A’, R’ connected by paths to A, R; as such, we would have to define the
semantics of the quotient type for every possible parameter instantiation simultaneously.
This dependency on the complete parameter space precludes including A // R in the same
universe as its type parameters; given A € U, and R € A X A — U,, we would not have
A /R e U, butonly A /R € Up. This issue was encountered by Lumsdaine and Shul-
man in their semantics of higher inductive types in simplicial model categories, where
it manifests as the failure of a fibrant replacement operation to preserve size. It is thus
an important feature of the cubical setting that the Kan operations can be divided into
homogeneous composition, which can be added formally in HITs, and coercion, which is
definable in HITs. In the simplicial setting, there is instead only an operation analogous
to com which is not known to decompose in such a way.!

Elimination, meanwhile, is not complicated by the addition of parameters; we may
state the elimination principle and define its computational behavior in the same way as

!Shulman has recently proposed an alternative (yet unpublished) technique for realizing higher induc-
tive types in the simplicial case.
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in the concrete case, arriving at the following typing rule.

q:A // R> D type MeA/R a:A> T, € D[pt(a)/q]
a:A,d :Ar:R{ad),x:1> T € D[rel(a,d’,r,x)/q]
a:Ad :Ar:R{aad) > T[0/x] =T, € D[pt(a)/q]

a:Ad :Ar:R{aa) > Tell/x] = Ty[d' /a] € D[pt(a’)/q]

elim(q.D; M;a.Ty, a.a’.r.x.Tre)) € D[M/q]

Pushouts The quotient type is actually a deceptively simple example of a parameterized
higher inductive type, at least as far as coercion is concerned. It has the special property
that the naive definition of coercion for the path constructor—coerce each argument and
repackage—produces coherent results. This is not the case in general, as demonstrated by
our next example: the pushout [Unil13, §6.8].

The pushout of a pair of maps F € C — A and G € C — B is the coproduct of A and B
“modulo C”: it has an element inl(a) for every a : A and an element inr(b) for every b : B,
but also identifies inl(F ¢) with inr(G c) for every c : C.

ABC:U f:C— A g:C— B> inductive Push(A, B,C, f,g) where

| inl(a : A) € Push(A,B,C, f,9)

| inr(b : B) € Push(A, B,C, f,9)

| push(c: C,x : 1) € Push(A,B,C, f,g9) [x=0<—inl(fc)|x=1<—inr(gc)]

The notable feature of this definition, in comparison to what we have seen before, is that
the boundary of the path constructor push depends on the parameters f, g to the type.
(Strictly speaking, push should be annotated with f and g so that these are available for the
boundary reductions in the operational semantics, but we will suppress such annotations
here for readability.)

As with the quotient, we can define composition in Push(A, B, C, F, G) using formal
composites, and we can define coercion on the point constructors by moving the coercion
inside the constructor.

r—s

coe;},sush(A’B)C’F’G)(inI(M)) > inl(coe] (M)

coe;._l;sush(A,B’c’F)G)(inr(N)) > inr(coe’ 7 (N))

It is tempting to do the same for the path constructor.

b 4
co€’ push(anc ) (Push(P,y)) > push(coel 7 (P), y)

Looking closely at this definition, however, we notice that it fails to be coherent.

If we instantiate y with 0, the left side will reduce to coe! J ( A)B)C)F,G)(inl(F [r/x] P)),
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which in turn reduces to inl(coe! ’(F[r/x] P)) by our rules for coercion of point con-
structors. If, on the other hand, we instantiate y with 0 on the right side, we instead
obtain inl(F[s/x] (coel  7(P))). That is, depending on our ordering of reduction and in-
terval substitution, we apply F and coercion in different orders. Nothing guarantees that
coe’ S (F[r/x] P) and F[s/x] (coe! ?(P)) will be equal as elements of A[s/x], and so this
reductlon rule fails to give us a well-typed coercion operator.”

Fortunately, although we have a mismatch up to exact equality, these two terms are
the same up to path equality, which means we will be able to correct the definition using
composition. Consider the following term varying in x : L.

x: 1> coel ’(F (coel 7 (P))) € A

When we instantiate x with r, the inner coercion vanishes, and so the term simplifies to
coe’ S (F[r/x] P). Conversely, when we instantiate x with s, the outer coercion disap-
pears and we are left with F[s/x] (coe! 7 (P)). We can use this adjustment path, together
with the corresponding path for G, as the tube of a formal composition that “fixes” the
boundary of our naive definition.

v

Coearc];sush(A,B,C,F,G) (push(P,y))
—

= 0 < x.inl(coe} ;' (F (coel ~(P))))

r—s
fhcom™" | push(coe; ¢ (P). y) = 1 — x.inr(coe] ;' (G (coe F(P))))
This rectified definition satisfies the coherence conditions we require, and still simplifies
to push(P,y) when r = s. This shape of coercion implementation—with coherence en-
sured by formal composition—will suffice for all non-indexed higher inductive types. For
indexed higher inductive types (indeed, for indexed inductive types more generally), an-
other adjustment will be necessary, as we will see in Section 5.3.

5.2 Truncations

For our next class of examples, we examine the role of recursive constructors by con-
sidering the propositional truncation and more generally the higher truncations. These

?Indeed, in order for this condition to hold in general, we would need exact uniqueness of identity
proofs in A. Consider the case where F is a constant function A_. M for some M € A. The coherence
condition then requires that coe’ " (M[r/x]) is exactly M[s/x] for all r, s, which implies in particular that
y: 1> M[y/x] = coeo_'y(M[O/x]) € Aly/x]. Were this true for all M, any path Q € Path(x.A, My, M;)

would be equal to the path Ay. coex.A Y (My).
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examples do not present any new difficulties as far as implementing the Kan operations
is concerned. Rather, they demonstrate constructor shapes we want to be able to express
in our schema.

Propositional truncation Recall the following specification of the propositional trun-
cation from Chapter 4.

A : U > inductive ||A|| where
| pt(a: A) € ||A]l
| squash(t : ||A]l,t": ||A]l,x:T) € JA]] [x=0—>t]|x=1< 1]

Like the suc constructor for the natural numbers, the squash constructor is recursive:
it takes arguments from the type being constructed. In the case of a path constructor,
we therefore also want to allow recursive arguments to occur in the boundary of a path
constructor, as they do in squash.

For the eliminator, we aim to satisfy the following rule.

q:||A|l > D type M e ||A]l a:A> T, € D[pt(a)/q]
t: Al t": |All,x :Lr:D[t/ql,r" : D[t'/q] > Tiquash € D[squash(t,t’,x)/q]
t:||AllLt": JAll,r : D[t/q],r" : D[t'/q] > Tsquash[0/x] = r € D[t/q]
t:||All ¢ |All,r: D[t/ql,r" : D[t'/q] » Tsquash[1/x] =1’ € D[t/q]

elim(q.D; M; a. Ty, a.a’ . x.r.r’ Tyquash) € D[M/q]

To the squash clause, we supply not only the arguments ¢ : ||A]|, ¢ : ||A]|, x : I to the con-
structor, but also the results r: D[t/q],r" : D[t'/q] of applying the eliminator to those
terms, just as in the suc case of the natural number eliminator. In the operational seman-
tics, these hypotheses are instantiated by recursive calls as in the following rule.

N := elim(q.D; M; a.Tp, a.a’ . x.r.r’ Tyquash)
N’ = elim(q.D; M’; a. Ty, a.a’ x.r.r’ Tyquash)

elim(q.D; squash(M, M', y); a.Ty, a.a".x.r.r" Tyquash)
—
quuash [M/t: M,/t,> y/x’ N/r) N,/r,]

The equations in the elimination rule require the endpoints of the squash clause to agree
with the two recursive calls, ensuring that the reduction rule above is sufficiently coher-
ent.
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Set truncation The propositional truncation sits at the bottom of a tower of truncation
operators that cut off the higher structure of a type at some dimensionality. Where the
propositional truncation identifies all points of a type, the set truncation collapses all paths
between each pair of elements in a type [Unil3, §6.9]. We can express the set truncation
by the following specification.

A: U > inductive ||A||p where

| pto(a: A) € lAll

| squashy (£, [Allo, p, p’ : Path([[Allp, £, ), x : Ly : T) € [|All
[x=0—>py[x=1—>pyly=0—>i|y=1—1]

The constructor squash, is our first example of a 2-dimensional constructor. Given
two paths, it creates a higher path (i.e, square) identifying them: abstracting, we have
Aﬂy. squash,(t, ', p,p’,0,y) = p € Path(||Allo,t,t’) and /I]Iy. squash,(t,t',p,p’. 1,y) =p" €
Path(||Allo, 2, t'). The cubical notation for specifying boundaries generalizes gracefully to
the greater-than-one-dimensional case.

Note that the arguments of squash, now draw not only from the elements of the type
being defined, but from its path types. In particular, supporting this specification requires
that we allow dependencies between recursive arguments—here, the dependency in the
types of pand p’ on t and ¢’. This is atypical in a schema for indexed inductive types, where
recursive arguments are usually completely independent of each other. (Dependency
among recursive arguments does, however, arise in schemata for inductive-inductive and
inductive-recursive types.) We must also be able to apply the path arguments p and p’ to
interval terms (here y) in order to specify the boundary of the squash, constructor.

General truncation The propositional truncation and set truncation are also known as
the (—1)-truncation and 0-truncation respectively; more generally, the n-truncation triv-
ializes the structure of a type above dimension n. We could continue defining individual
n-truncations using n-dimensional constructors, but many applications require that we
have a single, parameterized definition of n-truncation uniformly in n : Nat.

The HoTT Book proposes a fairly direct general definition of n-truncation using what
is called a hub-and-spoke construction [Uni13, §6.7]. This definition relies on our ability
to construct n-sphere types uniformly in n : Nat, generalizing the circle (i.e., 1-sphere) we
saw in Chapter 4, by iteratively applying a suspension construction.

A : U > inductive Susp(A) where

| north € Susp(A)

| south € Susp(A)

| merid(a : A,x : I) € Susp(A) [x =0 < north | x =1 < south]
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If we take the type Circle defined in Chapter 4 and apply the suspension, we get a
type Susp(Circle) with two “poles” (north and south) and a “line of longitude” (merid)
from pole to pole for every “point on the equator” (element of the circle). This type
is the 2-sphere. Iterating the suspension construction produces the n-spheres for ev-
ery n. Actually, we can start this definition from —1, defining Sphere(—1) := Void and
Sphere(n+1) := Susp(Sphere(n)) for n > —1; the type Susp(Void) is isomorphic to Bool,
and Susp(Bool) to Circle.

Given a type A, amap F € Sphere(0) — A picks out two points in A, namely F north
and F south. A map F € Sphere(1) — A picks out two points and two paths in A between
them: F north, F south, Alx. F (merid(north, x)), and A'x. F (merid(south, x)). These col-
lections of data are exactly the inputs to the squash and squash,, constructors respectively,
which inspires the following general definition of n-truncation.

n:Nat, A: U > inductive ||A||, where

| ptya: A) € [IAll,

| hub,(f : Sphere(n) — [|Alln) € [|Alln

| spoke, (f : Sphere(n) — ||A]|n, s : Sphere(n),x : I) € ||All,
[x =0 hub,(f) | x =1 fs]

For each diagram to be squashed, i.e., map Sphere(n) — ||Al|,, the n-truncation type adds
a point hub, (f) and draws a path A'x. spoke, (f, s, x) from the hub to each element f s of
the diagram, thus filling it in.

From a schema design perspective, the notable feature of this specification is its use
of recursive arguments of function type—in this case, maps from Sphere(n) into the type
being constructed—and likewise the application of these in the definition of the boundary,
paralleling the use of paths in our previous definition of ||A[|. Such recursive arguments
are called generalized recursive arguments in Dybjer’s schema for (non-higher) indexed
inductive types [Dyb94].

Note that not all function types involving the type being defined should be permissible
in an inductive definition. For example, the existence of a type inductively defined by the
following specification is contradictory.

inductive X where
| fold(f : X — Bool) € X

The non-existence of this type can be blamed on the fact that X occurs negatively
in the arguments to fold, that is, in the domain of a function type. Thus, for one, the
existence of a fixed point is not guaranteed by theorems such as Theorem 2.1.20 that
rely on monotonicity. Following the standard approaches for inductive type schemata,
therefore, we will restrict recursive argument types to a strictly positive grammar, only
allowing the type being defined to occur in the codomain of function types. Note that the
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path type is monotone in its sole type argument, and so does not pose a problem in this
regard.

5.3 Identity types

Our final illustrative example of the schema we wish to implement is not a higher induc-
tive type at all, merely an ordinary indexed inductive type: Martin Lof’s identity type
with its ] elimination rule (Section 2.1.5.4). While non-indexed inductive types such as
Nat can be adapted to the cubical setting without any change, indexed inductive types
are a different story; we will see that the implementation of their Kan operations requires
tactics similar to those we have used for higher inductive types.

The identity type at A is a type indexed by two elements of A, which is inhabited by
refl when those two elements are the same.

A:U > inductive Id(A,a: A a’ : A) where
| refl(a: A) € Id(A, a,a)

Deriving the elimination rule for this type following Dybjer [Dyb94], we arrive at the
so-called ] rule, the elimination rule previously described in Section 2.1.5.4.

ap:A,ar: A p:1d(A ap,a1) > Btype
My €A M, €A P € Id(A, My, M) a:A> N € Bla/ay,a/ay, refl(a)/p]

elim(ag.a;.p.B; My, My; P;a.N) € B[My/ao, Mi/ay, P/p]

ap:A,ar: A p:1d(A ag,a1) > Btype
MeA a:A> N € Bla/ay,a/ay,refl(a)/p]

elim(ag.ay.p.B; M, M; refl(M);a.N) = N[M/a] € B[M/ap, M/ay, refl(M)/p]

In words, in order to construct a map into a type B predicated on two elements of A
and an identity between them, it suffices to provide a clause for the refl case. Note that
this elimination principle does not, for example, directly provide any way of constructing
functions into type families such as a: A, p : I1d(A, a, a) > B’ type.

Naively, we might try to interpret Id(A, My, M;) as the relation consisting only of a
refl value whenever M, and M, are exactly equal in A. However, this definition fails to
support coercion. We can see this by observing that coercion requires Id(A, My, M;) to
be inhabited not only when M, and M; are exactly equal, but whenever there is a path
P € Path(A, My, M) between them.

coegjc}(A,Mo,Px) (refl(Mp)) € Id(A, My, M)
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Conversely, one can easily use the eliminator for the identity type to transform identities
Q € Id(A, My, M;) into paths, starting the existence of reflexive paths.

elim(ag.a;.p.Path(A, ag, a1); My, My; Q; alx. a) € Path(A, My, M;)

In fact, one may straightforwardly show that these functions would constitute an iso-
morphism between Path(A, My, M;) and Id(A, My, M;). This would seem to suggest that
we may define identity types to be path types—after all, we intended path types to play the
role of identity types from the start. To do so, we would have to give some definition of
the identity type eliminator as an operator on path types, a term satisfying the following
typing rule.

ap: A, ay: A p:Path(A, ap,a1) > Btype
MyeA  M;yeA  PePath(A, M,M,) a:A> N e Bla/ag,a/a;, '_.a/p]

“elim”(ao.al.p.B; My, My; P; ClN) €B [M()/Cl(), Ml/al, P/p]

This much is possible: we may define the eliminator directly as follows.

“elim”(ag.a;.p.B; My, My; P;a.N) = coegf;[MO/ao’Hx 1 aHe /p] (N[Mo/a])

where H, = Ay. hcomiﬁy(Mo;x =0—> yMy,x=1<—>yPy)

The term H, here is constructed so that Hy = Al_. M, and H; = P, allowing us to transfer
terms over the former to terms over the latter by coercion.

While this term has the correct type, however, it fails to satisfy the equation required of
an identity eliminator: the reduction rule “elim”(ag.a;.p.B; M, M; A*(M);a.N) = N[M/al].
The equation can be shown to hold up to a path, but there is no reason it should hold up
to exact equality in general. The representative counterexamples involve composition in
the universe, so we will not present them here; a detailed walkthrough can be found in
[Ang19, §3.4]. The situation is actually quite dire: Swan has shown that, under certain
basic assumptions, the semantic path types in cubical set models cannot be used construc-
tively as an interpretation of identity types [Swa18b].

Of course, this does not mean that there is no way to construct identity types, only
that they will not coincide with path types. As we saw above, the problem with the naive
construction is that it is not closed under coercion. This parallels the issue we encountered
back in Section 5.1, where we found that the naive interpretation of quotients failed to be
closed under composition. The solution will be the same: introduce formal coercions.

As mentioned in Section 5.1, formal coercions are not a satisfactory general solution
to coercion in higher inductive types: they require the resulting type to be as large as the
types of its parameters, which precludes, e.g., universes closed under quotients. However,
we can improve on this “worst case” by introducing only formal coercions between indices
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of an indexed inductive type, implementing general coercion with a combination of formal
coercion between indices and non-formal coercion between parameters. In the case of an
inductive type with trivial indexing, this reduces to the non-formal coercion solution we
have used so far. With this approach, the size of an inductive type is only dependent on
the size of its indices, not its parameters: 1d(A, My, M;) will be as large as A, this being
the type of M, and M;, but not as large as the type of A (some U).

In the case of identity types, formal coercion takes the following form, allowing us to
coerce between different instantiations of M, and M; but not of A.

A type x:I> My, M, € A r,sel P e ld(A, My[r/x], Mi[r/x])

fcoe;._&o’Ml) (P) € Id(A, My[s/x], M;[s/x])

As is our custom, we also impose the equation fcoe]”,  (P) = P. Operationally, formal
coercions are values unless trivial.

r+s

fcoe;f(]s\/IO,Ml)(P) val fcoe;f(&o,Ml)(P) —> P

To implement general coercion, we combine formal index coercion with a parameter co-
ercion operator implemented by case analysis, satisfying the following typing rule.

x:1> Atype My, M; € Alr/x] r,s €l P e ld(A[r/x], My, M;)
pcoe’ o (P) € Id(A[s/x], coe (M), coel ;' (My))

In this case, we have a line x.A in the type parameter, but indices My, M; only at the
departure point r. These input indices are coerced along the parameter path x.A in order
to produce the indices for the output.

The general coercion operation is then derived by combining the parameter and index
coercions: we first coerce to the correct parameters, then adjust the indices using a formal
coercion.

r—s
x.ld(A,Mo

r—s

x.(coel,*(Mp),coel,*(Mi)) (pcoe;._;xsbld (P))

coe M) (P) +— fcoe

To complete the picture, we just need to implement parameter coercion. For this, we
follow the pattern of coercion in higher inductive types: evaluate the argument to a value
and push the coercion inside. For identity types, there will be three types of values: refl
terms, formal coercions, and formal composites. Note that despite the lack of explicit path
constructors, formal composite values become necessary in order to ensure that the paths
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created by formal coercion are composable.

pcoe;:;s»ld(refl(M)) — refl(coe] ;' (M))

t—u t—u

pcoe;jf”d(fcoey_(MO,Ml)(P)) — fcoey.(coe;j‘s(MO),Coe;jXS(Ml))(pcoe;j\sﬂd(P))

pcoe’ 2 (fhcom'™*(M; & — y.N;))

—

fhcomH“(pcoe;jf»]d (M); & — y.pcoe. 4, 4(Ny)

In the general case, the constructor case becomes slightly more complex in the same
way that coercion in pushouts is more involved than in quotients: if the index of a con-
structor involves outside parameters, then an additional formal coercion is necessary in
order to commute coercion past uses of those parameters. A simple example where this
is needed is the fiber family Fib(A, B, f, —) of a function f € A — B, a family indexed by
B whose elements at index b : B are the elements of A mapped to b by f.

A:UB:U, f:A— B> inductive Fib(A, B, f,b : B) where
| fib(a : A) € Fib(A,B, f, f a)

In this example, parameter coercion of the constructor along alinex: 1> F € A — B
can be defined as follows, with an fcoe applying the necessary adjustment.

pcoe;._(’fq’B’F»Fib(ﬁb(M)) — fcoei?éeiES(F (Coemx(M)))(fib(coe;::‘s (M)))
To wrap up our definition of identity types, we still need to implement the eliminator.
In addition to the refl constructor, we must handle the two formal Kan operator values.
The same pattern used for composition in higher inductive types applies to both coer-
cion and composition here: convert formal Kan operations in the domain into “real” Kan
operations in the codomain, as shown for formal coercion below.

H* = fcoe;_(’;%’Ml,) (P)

elim(ag.a,.p.B; My, My; fcoe;}]swé)Ml,) (P);a.N)

>

coe;j;[Mé/ao’Ml,/ath/P] (elim(ag.a1.p.B; M{[r/x], Mi[r/x]; P;a.N))

If applied to the refl constructor, of course, the eliminator should simply apply the pro-
vided clause a.N, straightforwardly validating the reduction rule that cannot be achieved
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with path types.

elim(ag.a;.p.B; My, My; refl(M); a.N) — N[M/a]

Comparing MLTT and cubical identity types In Martin-Lof type theory, the J elimi-
nator is unnecessarily weak from the perspective of the computational semantics. Indeed,
as noted in Section 2.1.5.4, the semantics justify an equality reflection rule that recovers
exact equalities from elements of the identity type. It is worth examining why our defini-
tion of identity types for cubical type theory fails to satisfy the same principles.

The equality reflection rule in MLTT, for one, relies on the fact that the only values
of the identity type are refl(M) terms. Thus, the only way a type Id(A, My, M;) can be
inhabited in an empty context is if the elements M, and M; are exactly equal. In cubical
type theory, on the other hand, an element of an identity type may be an fcoe or fhcom
term, in which case it does not follow that the two indices are exactly equal.

A fortiori, the MLTT semantics of identity types also validates the “K” rule, which
constructs elements of type families over loops (identities from a given a to a) rather than
arbitrary identities.

a:Ap:ld(A a a) > Btype
MeA P e ld(A,M,M) a:A> N € Brefl(a)/p]

K(a.p.B;M;P;a.N) € B[M/a, P/p]

(MLTT)

K is implemented by the reduction K(a.p.B; M;refl(M’);a.N) +—— N[M’/a]. The K
rule does not imply equality reflection on its own, but does imply that any loop P €
Id(A, M, M) is equal to refl(M) up to higher identity.

If we were to try to implement the K eliminator for our cubical identity types, on the
other hand, we find ourselves stuck at the case K(a.p.B; M;fcoe ; ,, (P);a.N). While
the compound term fcoe;;’\jog a, (P) is a loop by assumption, the inner identity P need not
be. We cannot therefore progress by recursively applying K to P. In short, because of the
presence of fcoe terms, applying the eliminator at one index may require the recursive
application of the eliminator at a different index. This provides some justification for the
form of the J eliminator for identity types and eliminators for indexed inductive types
more generally: we require a type family ag : A, a; : A, p:Path(A, ag, a;) > B type defined
on all possible indices, not only on those indices that can be inhabited using the generating
constructors.
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General higher inductive types

We now assemble the strategies used for the examples in Chapter 5 into a general schema
for higher inductive types and a computational interpretation for the instances thereof.

We begin in Section 6.1 by defining a specification schema: a formal language making
precise the pseudo-code “inductive” declarations we have used thus far. The specification
of a higher inductive type involves both types (the types of arguments to constructors)
and terms (the boundaries of constructors), and so the specification language itself has
the structure of a formal type theory, restricted so that its instances describe monotone
operators on indexed relations.

In Section 6.2, we define an interpretation of this formal type theory into the un-
derlying computational type theory. We use the interpretation to define the monotone
operator on relations corresponding to an inductive specification. The relation for the
inductive type in question is then defined as the least fixed-point of said operator. Using
this definition on the level of relations, we construct a type system closed under indexed
higher inductive pretypes. In the process, we show that the inductive relations are value-
coherent, which amounts to proving the introduction rules for each constructor and for
formal composition and coercion terms.

Next, in Section 6.3, we establish that the higher inductive pretypes support the Kan
operations, making them full-fledged types. We easily dispense with composition, hav-
ing already shown that the inductive type is closed under formal compositions. Defining
and checking the well-typedness of coercion is much more involved. The definition re-
quires a combination of the techniques used to handle path constructors (Section 5.1) and
indices (Section 5.3) above. The proof of well-typedness, meanwhile, requires careful stag-
ing to manage the recursive structure of inductive types, stemming both from recursive
constructors and the recursive formal Kan operators.

We complete the picture in Section 6.4 by establishing elimination principles for our
higher inductive types. This again proceeds in several stages: defining the data required
to eliminate from a given inductive type, defining the operational semantics of an elimina-

111
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Judgment Reading

I > Atel A is a telescope of types

I'>6eA d is an instantiation of A

I' > A » K spec ‘K specifies a A-indexed HIT

I'>Ar K>»K K’ is a prefix of K

I'> A| K » C constr C is a constructor definition over K
I'>A»K@t= (K'|C) C appearsin K with label ¢, preceded by K’
I'>A|K» O actx © is a context of recursive argument types over K
I'>A|K|O» aatype A is a recursive argument type over K and ©
I'>A|K|O»Mea M is an argument term of type A
I'>A|K|O»0ecO 0 is an argument substitution from ©’ to ©

Figure 6.1: Judgments used in the definition of HIT specifications

tor given such data, and showing that said eliminator is indeed well-typed and validates
the expected reduction rules. Like coercion, the final step requires an argument by the
universal property of the inductive type relation as a least fixed-point.

Finally, in Section 6.5, we describe the validity restriction, an adjustment to the homo-
geneous composition operation introduced by Angiuli, Favonia, and Harper [AFH18] that
enables a stronger characterization of the values of a higher inductive type.

6.1 Specifications

To give a computational interpretation of higher inductive types, we must first settle on
a definition of higher inductive type. We define a class of HIT specifications relative to a
value type system by way of a judgment I > A » K spec, read “K is a higher inductive
type specification indexed by A in context (i.e., with parameters) I'”. To define this judg-
ment, we make use of a series of auxiliary judgments, catalogued in Figure 6.1, that define
the well-formed constructors, recursive argument types, and boundary terms. (Each of
the judgments in this figure is the unary form of a binary judgment.) These judgments are
all defined relative to an ambient value type system, which we leave implicit in this sec-
tion. The raw grammar of specifications, constructors, and so on is shown in Figure 6.2;
the judgments operate on syntax drawn from said grammar.

The final four judgments of Figure 6.1—contexts, types, terms, and substitutions—
constitute a small formal type theory within which the recursive parts of a specification
are defined. For lack of a better name, we refer to these as argument contexts, types,
terms, and substitutions respectively. Argument types are used to specify the types of
recursive arguments to constructors, while argument terms appear in two places: as in-
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AQ = |(Aa:A) S,w = - | (6,M/a) K=-](K,£:C)

C = 0.Q.[6;0.8 — m;] O:= - |(0,a:4) 0= -1(0,m/a)

A,B = IND(S) | (a: A) — B | PATH(x.A, Mg, M1)

M = INTRO¢(¢;w;0) | FCOE! % (M) | FHCOMY ™ (M; & < X.N;)
| da.m | MN | A'x.m | mr

Figure 6.2: Grammar of HIT specifications

dices to dependent argument types (specifically, path types), and as the boundary terms
for path constructors.

Before getting into the meat of the specification language, we first define the telescope
judgment. A (type) telescope is a list of types A = (a1 : Ay, ..., a, : A,) in a context I, each
dependent on its predecessors. In other words, a telescope is a context (here, consisting
only of types) over a context. We use these to specify the indices to a HIT as well as the
non-recursive arguments to a constructor.

Definition 6.1.1 (Telescopes). The type telescopes, I' > A = A’ tel, are inductively
generated by the following rules.

> A=A tel I[LA> A=Atype
> - = - tel I'> (Aa:A) =(N,a:A) tel

Note that we have (T', A) ctx whenever T ctx and I > A tel. Also, a telescope over the
empty context is simply a context.

A telescope, like a context, can be instantiated by a list of terms.

Definition 6.1.2 (Instantiations). The telescope instantiations, I' > & = § € A, are
inductively generated by the following rules.

I'>8=8§ €A T'>M=M e AS
I'> - =. I'> (§,M/a) = (8, M /a) € (A a:A)

We have a substitution I” > (y,6) € T whenever I' > y € T'and IV > § € Ay.
Given T > A tel, we always have a canonical “variable” instantiation, for which we write
I, A > vp € A; given an instantiation I' > § € A, we will also write v for va.
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We start at the top-level with the definition of the specification judgment, then pro-
gressively go deeper into the auxiliary judgments; formally, of course, the dependency
goes in the opposite direction. A specification is simply a list of named constructors, each
of which may depend on previous constructors. (We adopt a global convention that the
constructor names in a specification, like variables in a context, are mutually distinct.)

Definition 6.1.3 (Specifications). The specifications I' > A » K = K’ spec are gener-
ated by the following rules.

[> A» K=%K spec > A|K» C=C constr
> A»-=-spec L>Aw» (K, 0:C)=(K,t:C’) spec

A constructor over some A » K spec, as defined below, consists of several compo-
nents: interval arguments (specified by an interval context ®), non-recursive arguments
(a telescope Q), the index of the type in which it constructs an element (an instantiation
6 of A), and a boundary (constraints ¢; associated with boundary terms m;).

Definition 6.1.4 (Constructors). The constructors T > A | K » C = C’ constr are
generated by the following rule.

d ictx
o> Q=0Q tel [LO,O>6=8 €A [LO,Q>A|K» 0O =0 actx
(Viy® I & eF Vi, )T, 0, Q&> A | K| O » M :M; € IND(5)

IL>A|K» 0.Q.[80.5 — M| =0.Q.[8;,0".& — M constr

While we have generally written the interval arguments as the final arguments of a
constructor in our examples, we place them at the start for the general case; this is slightly
more general, as it allows the types of subsequent arguments to depend on the interval
variables. For the most part, each piece of a constructor may depend on what comes
before: the non-recursive arguments can mention the interval arguments, the index and
recursive arguments may depend on the non-recursive arguments, and the boundary can
depend on all arguments.

Remark 6.1.5. Most of the data of a constructor can freely depend on the ambient context
I'. However, we require that the constraints &; specifying the boundary mention only in-
terval variables that are arguments to the constructor (¥ above), not external variables.
We can see why this restriction is necessary by examining the following malformed spec-
ification, in which the boundary of b depends on an external parameter x : I.

x :I> inductive X(x) where
| a € X(x)
| by € X(x) [x=0< a
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Suppose that such a type does exist, and consider the coercion coeg}l(x)(bo). On the

one hand, we have a path Ay. cer}l(x)(by) € coeg}l(x)(bo) ~» by. On the other hand, b,

is equal to ay by definition, so we also have a path Ay. coe)yc;l(x) (ay) € coeg}l(x) (bg) ~> ay.
Combining these with composition, we should have a path a; ~» b;. However, there is
no such path among the values of ¥ (1), which consist only of a and b constructors and
formal homogeneous composites.

In order to speak of the constructors within a given specification, we define construc-
tor lookup and sub-specification judgments.

Definition 6.1.6 (Constructor lookup). We defineI' > A » K @ ¢ = (K | C)
(specification K contains C at label ¢, preceded by the sub-specification K”’) as generated
by the following rules.
I'>A|K» C=C constr
IT'>A» (K t:C)et= (K|C)

I>Art@K=(K|C) I > A| K » C constr
L>A» (K, t':Chet= (K |C)

Definition 6.1.7 (Sub-specifications). We define I' > A » K —» K’ (specification K
extends K”’) as generated by the following rules.

I'>AvKe@t= (K |C)
IF>ArK—>- I'>A» K-> (K, 0:C)

Finally, we come to the definition of the formal argument type theory, which consists
of mutually inductively defined context, substitution, type, and term judgments. We de-
fine the argument type theory as a formalism rather than a computational theory because
we want to be able to analyze the syntax of argument types and terms, in particular to
generate the eliminator premise induced by a constructor.

Definition 6.1.8. We defineI’' > A | K » O =0 actx, T > A | K | O » =0 €0,
I'>A|K|O»a=4A"atype,andI' > A | K | © » m =M € A as mutually inductively
generated by the rules in Figures 6.3 and 6.4.

The type theory so defined is fairly minimal: it has function types and path types with
their associated introduction and elimination forms, and it has a stand-in IND(—) for the
inductive family being defined with its own associated introduction forms (constructors
and formal Kan operators). Each constructor is equipped with a reduction rule for each
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Contexts
A | K » O actx A|K|©O» aatype
Al K » - actx Al K » (©,a:A) actx
Substitutions
A|lK|Or»O=0¢€cO A|lK|Ow»m=Mm€a
A|lK|O» - € - A|K|O » (6,m/a)=(0',M"/a) € (©,a:A)
Types

5=0 €A
A | K| © » inD(5) = IND(S') atype

A=A type a:A>A|K|©O»B=5 atype
AlK|O» (a:A) > B=(a:A") > B atype

x:I>A|K|O»a=a"atype
AlK|O» My=M, €Aal0/x] AlK|Ow» M =M €Aa[l/x]

A | K | © » PATH(x.A, Mg, M1) = PATH(x.A, Mj, M) atype

Figure 6.3: Inductive definition of the argument contexts, substitutions, and types. The
ambient context I' is omitted for readability.

boundary constraint. In order to ensure that the recursive arguments to a constructor
are strictly positive in the type being defined, the domain of an argument function type
(a:A) — Bis not itself an argument type but an ordinary “external” type.

This language could be straightforwardly extended to include product types (a:A) XB,
for example, without significantly disrupting the development that follows. Our choice
of a fairly minimal theory is motivated by a desire to avoid huge definitions and proofs
by case analysis in what follows, not by any fundamental concerns about particular ex-
tensions.

We will take for granted standard admissibility theorems such as weakening and stabil-
ity under substitution for the formal type theory; the theory does not contain any features
that would interfere with standard proofs of such results.
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Constructors

I>ArKe@t= (_]|D.0Q.[60.& — m])
p=¢ €d w=0€Qf AlK|O»O=0 €@¢o

A | K | © » INTRO;(¢; w; 0) = INTROy(¢; ;") € IND(S(, w))

IT>ArKat=(_]|D2.0Q.[60.& — m])
p=¢" €d w=0w€Qf AlK|O»O=0 €c@dw &;¢ satisfied

Al K | © » INTRO (P; w; 0) = Mj(¢, w,0) € IND(6(¢, w))

Coercion
x:I>8=8 €A r=r el s=s el A|lK|Ow»m=M €IND(5[r/x])

A|K | © » FcoE! *(m) = FCOE}’C’;S/(M’) € IND(6[s/x])

x:I>d6eA rel A|K|O» meInp(d[r/x])
A| K |© » FcoE, ;" (m) =M € IND(S[r/x])

Composition

§=5¢€A r=r' el s=s"€l A|lK|O©»Mm=m €IND(S)
(Vi) & =& €F (Vi, j) &, &, x: 1> A| K| © » N; =N € IND(6)
(Vi) &> A | K| ©» M=nN;[r/x] € IND(J)

A|K | ©» FHCOM] *(M; & = X.N;) = FHCOMg/,_’s’(M’;flf < x.Nj}) € IND(J)

deAN rel A|K|O» meInD(S)
(Vi) & €eF (Vi,j) &, &, x: 1> A | K| ©® » N; =N; € IND()
(Vi) &> A | K| ©» M=nN;[r/x] € IND(J)

A K| ©» raCOM] " (M; &} <> X.N;) = M € IND(J)

deAN r,sel A|K|O» me IND(S)
(Vl) fl' eF (Vl,]) §i,§j,x:1>> A | K | ®» N; = N; € IND(5)
(Vi) &> A | K| ©» M=nN;[r/x] € IND(5) &k satisfied

r—s

A| K| ©» raCOM] *(M; & > x.N;) = N [s/x] € IND(S)

Figure 6.4: Inductive definition of argument terms (constructors and Kan operations). The
ambient context I' is omitted for readability.
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Functions

a:A>AN|K|OwN=N€B A|K|Owvr=F€(a:A) > B M=M¢ecA
A|K|O» lda.N=Ala.N €B AlK|OwrM=¥¢ M €B[M/a]

a:A>AN|K|O»NEB MeA
A|lK|©» (la.N) M =N[M/a] € B[M/a]

A type a:A> A |K|©» Batype A|lK|Ow»Fe(a:A) > B
A|lK|O»Fr=Aa.Fac(a:A) > B

Paths
x:I>A|K|O@pMm=M €A
x:I>A|K|0» Mx.m=2Ax. M € Pata(x.a,m[0/x], M [1/x])
A|K|©»p=p €PATH(x.A My, M{) r=r' el
A|K|Ow»rpr=pr ealr/x]
x:I>A|K|OwN=N €A rel
A|K|©» (Ax.N)r=N[r/x] € Alr/x]
A|K|©»p=p €PATH(A, Mg, M1) A| K | © » P e PaTH(x.A, Mg, M)
AlK|©»p=Ax.px € PATH(x.A, Mo, M1) A|lK|Ow»re=M, €Ale/x]
Structural
(a:A) €0© AlK|O»rMeaA A|K|©» a=Batype
AlK|Owaca AlK|O»MeB
AlK|OrM=NEA AlK|O»rM=NEA AlK|OrN=PeEA
AlK|OrN=MEA AlK|O»M=PeA

Figure 6.4: Inductive definition of argument terms (functions, paths, and structural rules).
The ambient context I is omitted for readability.
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Proposition 6.1.9 (Standard admissibilities).

« Term substitution. f I" > y =y e TandI' > A | K » © = © actx, then we have
I > Ay | Ky » Oy = Oy’ actx; the argument substitutions, types, and terms are
likewise stable under substitution.

o Argument substitution. fT > A | K| © » 0 =0 c O@andT > A | K | O » A=
A" atype, then we have I' > A | K | © » A0 = A’0’ atype; the argument substitutions
and terms are likewise stable under argument substitution.

« Specification weakening. If T > A » K -» K’ andT > A | K’ » © = @ actx, then
we have I' > A | K » © = © actx; the argument substitutions, types, and terms are
likewise stable under specification extension.

As with ordinary substitutions, the argument substitutions include identity and weaken-
ing substitutions, each of which is the identity on raw terms.

6.2 Interpreting specifications

To get from a specification language to a type system closed under HITs, the first step is
to define the interpretation of the formal argument type theory. There are two sides of
such an interpretation: the syntactic and the semantic (i.e., relational).

On the one hand, an argument type or term may be interpreted as a piece of syntax
in the untyped programming language. On the other hand, each argument type may
also be interpreted as an operator on indexed value relations, taking an interpretation for
the inductive family 1ND(—) as input and producing an interpretation of the compound
type. For example, given A » K spec and a A-indexed relation R, we would interpret
A — 1ND(J) at R as relating A-values that take terms in A to terms in the instantiation of
R at 8. Using the interpretation of argument types as operators on relations, we likewise
build up an interpretation of constructors C and then specifications K as operators on
relations. Finally, we define the inductive relation associated to K to be the least fixed
point of its interpretation as a relational operator. With this definition in hand, it becomes
straightforward to construct a type system which is closed under (and supports universes
closed under) such relations.

6.2.1 Syntactic interpretation

We start with the syntactic interpretation of the argument type theory, defined here as
a collection of operations taking raw terms of that language to terms in the untyped pro-
gramming language. We show later on that these raw operations preserve well-typedness
in the right circumstances.
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Type former

Indj(8) val

Constructors

(£:7.Q.[6;0.8 — m;]) e K (Ai) & satisfied

introZ((qﬁ; w; ) val

(£:7.Q.[6;0.8 > m]) e K (Ai < k) & satisfied &k satisfied
intro)X (¢; w; ) — (©.Mk [, 0])gc(x)

Formal coercions

r+s
fcoe! (M) val fcoe! (M) — M
Formal composites
r#Ss (Fi) & satisfied (i) & satisfied
fhcom"7°(M; & < x.Nj;) val fhcom™™"(M; & — x.N;) — M

(Ai < k) & satisfied & satisfied

fhcom”™*(M; & < x.N;) —> Ni[s/x]

Formal heterogeneous composites

fcom §'(M; & — x.N;) := fhcom” ™ (fcoe! §’(M); & — x.fcoel *(x.N;))

Figure 6.5: Operational semantics for formation and introduction in HITs
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At this point, of course, we need to begin making assumptions about the untyped
programming language in question. Henceforth, we assume that the programming lan-
guage supports the operational semantics shown in Figure 6.5, in addition to the usual
operational semantics for terms associated with function and path types. The operational
semantics contains no surprises: constructors are values except on their boundary, while
formal coercions and composites are values except where reduction is required by the
Kan operation equations.

Argument types, terms, and substitutions are all defined relative to an argument con-
text ©; to interpret them, we therefore require an interpretation of the variables in © as
input. Writing (]—[)9( for interpretation relative to a specification A » K spec (dropping the
A annotation where unnecessary), the intent is that interpretation produces well-typed
results in the following fashion.

A | K » © actx
x€(©)% A A|K|O» aatype
€@ A A|K|O»Mea
Xe(]@’Dvé( ANAIK|IO»OHecO

QG)D% tel

(©.a)%(x) type
(©.mM)%x(x) € (O. ADW()()
(©".0)x(x) € (© Dq(

Leuu

All of these interpretations are exceedingly straightforward; we transform each argu-
ment term or type into its “real” equivalent.

Definition 6.2.1 (Interpretation of terms and substitutions). Let K be a specification,
© be an argument context, and M be an argument term. Let y be an instantiation for the
variables in ©. We define the interpretation of m at ©, written (©.M)g(y), as follows.

(®.
(©.1NTRO (¢); ; O) )% () = mtro[ (¢; 03 (0.0)%(x))
(©.FcoE] * (M) 7<()() = fcoe 5 ((©-M)x(x))
(©.FrCOM *(M; & — x.N;))%(x) = fhcom" * ((©.M) 5 (x); & — x.(O.Ni)%(x))

al) g ( ) =ay
)
)
)
(©.Aa.N)%(x) = Aa. (©.N)%(x)
Dac(
)
Dac(

(©.F M)gc(x) = ((©-F)gc(x)) M
(@M% M)gc(x) = A'x. (@.M)gc(x)
(©.2r)xc(x) = ((©-P)xc(x)) 7

We define (0.0)«(y) for argument substitutions 0 elementwise.

(©. - D (x) :
(©.(6, m/a))x (x) :

((8.0)x (x), (©-M)5(x)/a)
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Definition 6.2.2 (Syntactic interpretation of types and contexts). Leta telescope A,
specification K, argument context ©, and argument type B be given. Let y be an instan-
tiation for the variables in ®. We define the syntactic interpretation of B at y, written
(©.8)%(x), as follows.

(©.1nD(8)) % (x) = Ind5(5)
(©.(b:B) = )5 (x) = (b:B) — (©.c)%(x)
(©.PaTH(x.B, Mo, M1)) 5 () = Path(x.(©.8B)5 (), Mo, M)
where M, = (©.M)) % (y) for € € {0,1}

We define a telescope (]@[)9(, the syntactic interpretation of ©, as follows.

(-)

A
%
(©,a: A[)% = QG)[)%, a: (]@.AD%(E(]@D%)

6.2.2 Relational interpretation

Next, we have a second interpretation of argument types and contexts as operators on
indexed relations. Given a specification ¥ I A » K spec and (¥, A)-relation R, we can
interpret any argument type ¥ - A | K | - » A atype as a ¥-relation by interpreting
instances of IND(—) with R and interpreting compound types by their usual relational def-
initions. (Recall that we defined I'-relations for arbitrary contexts I' in Definition 3.1.25).

First, we define some notation for the function and path type formers as relational
operators, following the definitions in Sections 2.1.4 and 3.1.5 respectively.

Definition 6.2.3. Givenaterm A and (¥, a:A)-relation R, we define a ¥-relation Fun(A, R)
for ¥ I ¢ € ¥ as follows.

) _ V =Aa.N and V = Aa. N’ with
V V€ Fun(A R)(Y) = { ¥, a: Ay > N~ N € YR, a/a)
Definition 6.2.4. Givena (¥, x:I)-relation R and terms M, and M;, we define a ¥-relation
Path(R, My, My) for ¥ I+ ¢ € ¥ as follows.

V = Mx. M and V = Mlx. M’ with
V ~ V' € Path(R, Mo, M)){(y) == ¢ M ~ M € YR({,x/x) and
Mle/x] = My € YR(¢, e/x) for € € {0,1}

These components then assemble straightforwardly into an interpretation of argu-
ment types and contexts.
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Definition 6.2.5. Let A be a telescope, K be a specification, © be an argument context,
and A be an argument type. Let R be a (¥, A)-relation and let y be an instantiation for the
variables in ©. We define a ¥-relation {©.A[}« (R, y), the relational interpretation of ©.a
at R and y, as follows.
{0.1ND(8) (R, y) = Rlidy. 8]
{©.(b: A) = B}x(R, y) = Fun(A,S)
{©.PaTH(x.A, Mo, M1) [Fc (R, x) = Path({©.aft%(R, x), (©.Mo)5c (), (©-M1)% (X))

The (¥, a : A)-relation S in the function case is defined as follows.

where S(i, M/a) = ﬂ{{]@.Bw[M'/a] bac(RY, xy)(idy) | ¥ Ik M = M € Ay}

We use the intersection above to ensure that this is a well-defined (¥, a: A)-relation, these
being required to respect equality in the indexing context.

Definition 6.2.6. Let A be a telescope, K be a specification, and let ® be an argument
context. Let R be a (¥, A)-relation. We define a ¥-relation {©}«(R) on telescope instan-
tiations, the relational interpretation of © at R, as inductively generated by the following
rules.

x=x e{Ox(R)(Y)  M=M € Y{O.a¢[}s%y(RY, x)
cx e (R (x.M/a) =~ y',M'[a) € {©,a: Al (R)V)

(Note that this is a relation on terms, not on values—coherent evaluation is built in.)

In order to check that our ultimate construction of the inductive relation generated
by a specification is a PER, we will need the simple observation.

Lemma 6.2.7. For any (¥, A)-relation R, we have {4 (Sym*(R)) € Sym*({O[«(R))
and {O} g (Trans*(R)) C Trans* ({O[«(R)).

Proof. By induction on the shape of ® and the types within. m|

6.2.3 The inductive relation

We now define the (¥, A)-relation Indy induced by a specification ¥ I+ A » K spec,
which we intend to install in a value type system as the interpretation of the syntactic
type family lndg((—). Indgc will be defined as the least fixed point of an operator Step™
that takes a relation and adds one “layer” of introduction forms. For an inductive type,
the introduction forms consist of formal Kan operators and constructors. Thus, StepW(R)
is the union of relations Fcoe(R), Fhcom(R), and Introz((R) for each ¢ € %K it is useful
to define each of these explicitly so that we can work with them individually in future
proofs.
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Definition 6.2.8. Given a value (¥, A)-relation R, some K in context ¥, and a label ¢,
we define the value (¥, A)-relation IntroX (R) as inductively generated by the principle
introZ('(qﬁ;a);X) ~ introz(”(gzﬁ’;a)’;)(’) € Intro}K(R)(lﬁ, o) for ¥ I (¢,9) € (¥,A) when-
ever the following hold.

« VI AY » Ky = K" spec and ¥’ I Ay » Ky = K" spec.

(£:90.Q.[8";0.& — m;]) € Ky for some such constructor data.

« V' IFr&[p,w] =6 € Ay.

Vg =¢" €.

s Vikrw=0" € Q.

X~ ¥ € {814, o] by (RY) and {014, ] by (RY) = {014, ' oy (RY).
« There is no & such that ¥’ I & satisfied holds.

Definition 6.2.9. Given a (¥, A)-relation R, we define a (¥, A)-relation Fcoe(R) as in-
ductively generated by the principle fcoe (M) ~ fcoe! 5, (M’) € Fcoe(R)(y, &) for
Y I+ (,6) € (¥, A) whenever the following hold.

e Vx:T Ik =68" € Ay with ¥ I §'[s/x] € Ay.
e W irr,selwithr #s.

« M~M e YR[Y,&[r/x]].

Definition 6.2.10. Given a I'-relation R, we define a I'-relation Fhcom(R) as inductively

generated by fhcom”*(M; & — x.N;) ~ fhcom™*(M’; & < x.N!) € Fhcom(R)(y) for
¥ I y € I" whenever the following hold.

e W irr,selwithr #s.
. M~ M € Ry.

« V' I+ & € Ffor each i, and there is no ¢; such that ¥ I &; satisfied holds.

¥, &6 &, x: 1> N;j = N; € IRy for all i, j.
« V', & > M =~ N;[r/x] € YRy for all i.

The following, which we again need to check that the inductive relation is a PER, is
straightforward to check.
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Proposition 6.2.11. Forany (¥, A)-relation R, we have Fcoe(Sym* (R)) C Sym™ (Fcoe(R))
and Fcoe(Trans*(R)) C Trans*(Fcoe(R)), and likewise for Fhcom(—) and Introz((—).

Definition 6.2.12. Given a (¥, A)-relation R and ¥ I+ A » K spec, we define a (¥, A)-
relation Step” (R) as follows.

StepW(R) := Fcoe(R) U Fhcom(R) U U IntroZ((R)
ek

Step™ is a monotone operator on (¥, A)-relations. We may therefore define a (¥, A)-
relation Indy, the higher inductive relation generated by K, to be the least fixed-point of
Step™. Using Lemma 6.2.7 and Proposition 6.2.11, we see that Indy is a (¥, A)-PER.

6.2.4 Introduction

Although Indy is ultimately the relation we want to construct, it will prove prudent to
state the introduction rules in greater generality, showing for example that any fixed point
of Fhcom supports formal compositions.

Definition 6.2.13. Let F be a monotone operator on I'-relations. We define two derived
monotone operators on I'-relations, F? and F*, as follows.

F?(R) = RUF(R)
F*(R) = u(S +— RUF(S))

Given a value (¥, A)-PER R, we see that formal coercions formed from elements in
the coherent extension of R belong to the coherent extension of Fcoe?(R). Note that such
terms do not necessarily belong to Fcoe(R) itself: in the case that a formal coercion is of

the form fcoe! " (M), its value is an element of R, not of Fcoe(R).

Lemma 6.2.14 (Formal coercion introduction). Let R be a (¥, A)-PER. Then the fol-
lowing rules are validated forall ¥ r y € ¥ and ¥/, x: I - § = &’ € Ay.

M~ M € YR(Y,8[r/x])
fecoel (M) ~ feoe! 5 (M') € U Fcoe?(R) [, 5[s/x]]

M € YR(Y,5[r/x])
fcoe! S (M) ~ M € I Fcoe?(R) [y, 6[r/x]]

Proof. The second rule follows immediately from coherent head expansion, as we have
fcoe! S (M)y’" +—— My’ for all §/’, together with the inclusion R C Fcoe?(R). For the
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first rule, we use coherent value introduction. Given any ¥” I ¢ € ¥/, we are in
one of two cases. If rif’ = sy, then fcoe (M)’ =~ fcoe o (M")y" € WR[Y,S[s/x]]y/
holds by My’ ~ M"Yy’ € YR[y,5[r/x]]y combined with the reduction rule we have al-
ready proven on both sides. If ry/” # sy’ then both sides are values, and fcoe! ' (M)}’ ~
fcoe! 5 (M')y’ € Fcoe?(R) [y, 5[r/x]]y’ holds by definition of Fcoe(R). O

We can prove the same kind of lemma for constructing terms in the coherent extension
of Fhcom?(R) from terms in the extension of R.

Lemma 6.2.15 (Formal composite introduction). Let R be a I'-PER. Then the follow-
ing rules are validated for all ¥ I y € T, interval terms ¥ I r, s € I, and list of constraints
VYiré&eFforo0<i<n.

(1)
M=~ M € IRy
(Vi,j) ¥, &, &, x: 1> N; ~ N; € YRy (Vi) ¥, & > M ~ N;[r/x] € YRy

fhcom”*(M; & — x.N;) ~ fhcom”*(M'; & — x.N/) € Y Fhcom?(R)y

(2)
M e YRy
(Vi,j) ¥, &, &, x: 1> Ny = N; € YRy (Vi) ¥,& > M ~ Nij[r/x] € YRy

fhcom" " (M; & — x.N;) ~ M € {y Fhcom?(R)y

3)
¥ I+ & satisfied M € YRy
(Vi,j) \II, ‘fi: fj,x:H > N,' ~ Nj (S JU/R}/ (Vl) "P, f,' > M= Ni[r/x] € lU'RY

fhcom”™*(M; & — x.N;) = Ni[s/x] € Y Fhcom?(R)y
Proof. We prove the three rules in reverse order.

(3) By coherent head expansion. For any ¥’ I ¢ € ¥, there is some minimal / < k such

that & is satisfied. Then fhcom” ¥ (M; & — x.N;)¥ +— Nj[s/x]y, and we have
Ni[s/x] = Ni[s/x] € YRyy by assumption.

(2) Again by coherent head expansion. For any ¥’ I / € ¥, we are in one of two cases. If

there is some minimal k such that &/ is satisfied, then fhcom”™" (M; & <— x.N;)y +—>
Ni[s/x]¢ and we have Ni[s/x] = M € {JRyy by assumption. Otherwise, we have

fhcom™™ " (M; & — x.N;)y — My, and My is in {} Ry by assumption.
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(1) By coherent value introduction. For any ¥’ I+ ¥ € ¥, we are in one of three cases.
If there is some minimal k such that &/ is satisfied, then we apply (3) on either side
of the equation N;yy ~ N/¢ € {lRyy, which holds by assumption. If there is no such
k but we have ry = sy, then we do the same with (2) and My ~ M'yy € Ryy.
If we are in neither of these situations, then both terms are values and we have
fhcom*(M; & — x.N;)¢ = fhcom*(M’; & — x.N/)§y € Fhcom(R)yy by defini-
tion of Fhcom(R). O

The situation for constructor introduction is a bit more complicated: the coherence
of an introduction term depends on the well-behavedness of argument term interpreta-
tion, which is used to define the boundary of the constructor in the operational seman-
tics. Conversely, the well-behavedness of argument term interpretation depends on the
well-behavedness of prior constructors. We therefore proceed by a mutually inductive
argument.

Definition 6.2.16. Given a specification K and a label ¢ € K, write |£|x for the height
of ¢ in K, the index at which ¢ occurs in the list K. Given K and an argument term M,
define |M|g, the height of M in K, to be the maximum height in K among labels occurring
in M. We likewise define |A|x and |®|« for types and contexts.

Definition 6.2.17. Let ¥ I+ A » K = K’ spec, a (¥, A)-relation R, and n € N be given.
We say that R interprets K, K’ below n when the following two conditions hold for any
Y-y eV

« Given
-V AY | Ky | ©» a=A"atype with |O|yy, |Algxy, |A|xy all less than n,
- x~ ¥ €{O}xy(Ry),
we have {{©.A} 4y (RY, x) = {0©.4" %y (RY, ).
« Given
-V rEAY | Ky | ©» Mm=M € awith [0y, [Mlgy, M |%y, |Alxy all less than n,
- x~ ¥ €{O}xy(Ry),
we have (©.M)y (x) ~ (©.M )5y (x') € U{O.Afgy (RY, x).

Note that these operations are always well-defined; the condition is that they preserve
equality in their inputs (and in the latter case, are in the field of a relation). Note that
when these conditions hold, it follows by induction that the interpretation functions for
contexts and substitutions of height below n are likewise well-behaved.



128

General higher inductive types

Lemma 6.2.18 (Constructor introduction). Let ¥ I A » K = K’ spec, a constructor

(¢:

$.Q.[6;0.5 — Mm;]) € K, and a (¥, A)-PER R be given such that R interprets K, K’

below |¢|%. Then the following rules are validated.

(1)
Yirp=¢" €d Yiro=w €T x~x €{0[¢,v]}x(R)

intro, (g{) w; x) ~ mtrof (g{) W' x) € lUIntT’OZ({’(R)[Id\P, (4, w]]

()
¥ I & satisfied Yirged YirweTlg x € {0[¢, 0][x(R)

intro X (¢; w; x) ~ (©.M;[$, 0])x(x) € WintroX?(R)[idy, 5[, w]]

Proof. We prove the two rules in reverse order.

(2)

By coherent head expansion. For any ¥ ¢y € ¥, there is some minimal k < j
such that ¥ & satisfied, so introX (¢;w; Y)¥ > (©.Mk[¢, 0])gc(x)y. From
¥ I A » K spec we can extract ¥, ®,Q, &, & > A | K | © » M = Mj € IND(S).
As M; and My come from the entry for £ in K, we know that My [¢, w]¥/|x < |f]« and
IM;j[¢, w]¥|%c < |€|%. By our assumption that R interprets K, K’ below |£|g, then, we

conclude that (8.m¢ [, ©])x ()Y ~ (O.M;(¢, 01Dk (Y € YR[idy. 5[4, w]1y.

By coherent value introduction. For any ¥’ I ¢/ € ¥, we are in one of two cases. If
there is some minimal k such that ¥’ I &1 satisfied, then we combine the fact that we
have (0.Mk[¢, w])x (Y)Y = (©.M;(¢", 0"))x (x')¥ in the relation Y R[idy, 5[¢, ][,
which is derivable as in the proof of (2), with applications of (2) on either side to derive
intro, K 0 )Y ~ mtro[ (@0 XY € JllIntroZ(?(R) [idy, 8[¢, w]]¢. If there is no
such k, then the terms are values related in Intro[ (R)[idy, ¢, w]]y by definition. O

Lemma 6.2.19 (Interpretation of argument terms). Let ¥ - A » K = K’ spec and
let R be a (¥, A)-PER such that Fcoe(R) C R, Fhcom(R) C R, and IntroZ((R) C R for every
¢ with || < n. Then R interprets K, K’ below n.

Proof. By strong induction on n € N and then an inner mutual induction on the derivation
of the argument context, type, and term equalities hypothesized in the three conditions of
Definition 6.2.17. We leave the details to the reader, as the proof is tedious but completely
straightforward. Each rule for deriving argument term well-typedness corresponds to a
rule for ordinary terms we have already established, whether for constructors, fhcom or
fcoe terms, functions, or paths. In the case of an hcom and fcoe terms, we apply Lem-
mas 6.2.14 and 6.2.15, using Fcoe(R) C R and Fhcom(R) € R—which imply Fcoe?(R) C R
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and Fhcom?(R) C R—to get an equation in {}R. For a constructor term, we similarly ap-
ply Lemma 6.2.18, taking advantage of the induction hypothesis that R interprets K, K’
below m for every m < n and the fact that IntroZ((R) CR O

Theorem 6.2.20. Indy interprets K, K’ below every n € N.
Proof. Immediate from the universal property of Indy and Lemma 6.2.19. ]

Corollary 6.2.21. Forany ¥ A tel, ¥ - A » K spec, and ¥ I § € A, the ¥-relation
Indy[idy, &] is value-coherent.

Proof. By Lemmas 6.2.14 and 6.2.15 for fcoe and fhcom values respectively, and the com-
bination of Lemma 6.2.18 and Theorem 6.2.20 for intro values. O

6.2.5 Type systems closed under HITs

Having defined the (value-coherent) ¥-PER corresponding to an inductive specification,
it is now straightforward to create a type system closed under these.

Example 6.2.22 (Small type system with HITs). We define an operator H on candidate value
type systems: given 7, H(7) is generated by the following.

e H(n) EY I lnd%(5) ~ lndg(/,(cS’) | R whenever

TEVYIFA=A tel,
TEYIFA» K=K spec,
TEPd=6 €A,

R = Indk[idy, §].

Here we sweep a detail under the rug: as we do not know our type system satisfies unicity
in the midst of the fixed-point construction, it is important that we make a consistent
choice of interpreting relations for the telescopes A, A" and the types occuring in K and
K’. We have not kept track of these in our definition of Indy[idy, §]; as it is clear how to
do so, however, we leave this bookkeeping to the reader to imagine.

We define Té{ to be the least fixed point of FUH, where F is as defined in Example 3.1.32.

Example 6.2.23 (Type system with HITs and one universe). We define ¥ to be the least fixed
point of F U H U U(ty!), where U is as defined in Example 3.1.33.

Proposition 6.2.24. Téi and TlH are type systems.
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Observe that the universe U of 7/ is closed under HITs whose index and types are
drawn from U. The parameters of a family of HITs in U, on the other hand, are not
required to be of types belonging to U. Suppose, for example, we have some family
of HITs 7/ £ T > A » K spec well-formed in the larger type system. For the induced
family of inductive types I'A > Ind%(ﬁA) type to belong to U, we need only that
T(I;I E VI Ay » Ky = Ky’ spec holds for every ¥ I+ y = y* € I'. This can be the case
even if the types in T do not themselves belong to 7). As mentioned in Chapter 5, for
example, we will have A: U, a : A, a1 : A > Id(A, ag, a1) € U, which requires that the type
A of the indices belongs to U but not that the type U of the parameter belongs to U.

We work relative to the type system 7/ for the remainder of this chapter, in which we
check that the inductive pretypes enjoy the rules we expect from them. The formation rule
is immediate by coherent value introduction and stability of the specification judgment—
the type and its substitution instances are all values—while the introduction follows from

lemmas we have already proven.
Rule 6.2.25 (Pretype formation).

Y- A=Atel ¥ A» K=K spec Pirrd=58 €A
¥ I Ind%(cS) = Inqu(/,(5') pretype

Proof. By coherent value introduction. m]

Rule 6.2.26 (Constructor introduction). Let ¥ I A » K = K’ spec and a constructor
(£:9.Q.[6;0.& — M;]) € K be given.

Yirg=¢cd Yro=0elp Yry=y c(Olpwl)i
¥ I introX (¢; w; x) = introz(l(ﬁ;a)';)(’) € Ind,?((é[gb, w])

¥ i & satisfied  Yrded Frwelp Y ye (O ol
¥ I introX (¢; w; x) = (O.M;[h, 0])x(x) € lnd%(5[¢, w])

Proof. By Lemma 6.2.18. m]

Rule 6.2.27 (Formal coercion introduction). Let ¥ - A » K spec.

Y,x:Ir8=8€A Yirrsel ¥rM=M €lndi(S[r/x])
¥ I fcoe! (M) = feoe 5 (M') € lnd%(é[s/x])

x:IrdeA  ¥rrel Wi Melndy(S[r/x])
¥ I fcoel ; (M) = M € Indj(8[r/x])
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Proof. By Lemma 6.2.14. ]

Rule 6.2.28 (Formal composition introduction). Let ¥ I A » K specand ¥ IF § € A
be given together with interval terms ¥ I r, s € I, and constraints ¥ I~ & € Ffor0 < i < n.

¥ M =M € Inds(5)
(Vi, /) ¥,&. & x 1 N; = N/ € Ind3(8) (Vi) ¥.& = M = Ni[r/x] € Ind3(3)

¥ I fhcom” ™ (M; & < x.N;) = fhcom” ™ (M'; & < x.N) € Ind}()

¥ I M € Indj(5)
(Vi, ) ¥, &, &, x : 1 Ny = N; € Indje(8) (Vi) ¥, & i M = Ni[r/x] € Ind%(9)

¥ - fhcom™ " (M; & <— x.N;) =M € Ind7A((5)

¥ I & satisfied ¥k M € Ind(5)
(Vi, ) ¥, &, &, x: T Ny = Nj € Indge(8) (Vi) ¥, & F M = Ni[r/x] € Ind%(9)

¥ I fhcom™ *(M; & — x.N;) = Ni[s/x] € lndg((5)

Proof. By Lemma 6.2.15. O

6.3 Kan operations

We now show that the inductive pretypes are indeed types by proving the typing
rules and boundary conditions for the Kan operators at inductive type. The operational
semantics for these operations are shown in Figure 6.6.

We dispatch with composition first: support follows immediately from the existence
and well-typedness of formal composites in the inductive type.

Theorem 6.3.1 (Composition). ¥ I Indé((5) = Ind%(&) pretype support homoge-
neous composition for any ¥ - A = A’ tel, ¥ - A » K =K’ spec,and ¥ - § = &’ € A.

Proof. Any hcom in a higher inductive type reduces to an fhcom term, as shown in
Figure 6.6. Support for homogeneous composition therefore follows immediately from
Lemma 6.2.15. |

As one piece of coercion in inductive types, we must be able to apply coercion to a
list of arguments. We therefore extend coercion from types to telescopes, coercing them
as we might elements of product types. Defined in Figure 6.6, this operator satisfies the
following rules.
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Coercion along telescopes

coer ()

ﬁ;}fmﬂ) (w,M/a) :

(G853 (), €€ oy (M) )

Parameter coercion

M— M

peoe A (M) > peoel i, g (M)

(£:90.Q.[6;0.8 — m;]) e K
(Ai) & satisfied (Vt) o' = coe;;tgb(co) (Vt) x' = coe’ (]®[¢ o) ()

(Vi) M = peoei (1016 D)) 8 = et 3 (b0

pcoe;zix_,,((introz(/(gb;co;)()) > fcom? ¢\ (intro, Kls/x ](QS;ws;){s); & — x.M;")

t+u (i) & satisfied

peoel S s (fhcom'™*(M; & — y.Ny))

x.Abx.
—
fhcomt_’”(pcoe;._xmg((M); & = y.pcoel ., 4(Ni))
t#u
pcoe;zix,K(fcoeH” (M)) — fcoe;ger_m(a)(pcoe;HAs»x.q((M))
Coercion
Coe;r;;d%(a) (M) = feoe] e ) (Poel 1, g (M)
Composition

hcomlrn_(;sA %) (M; & < x.N;) —> fhcom” ¥ (M; & — x.N;)
K

Figure 6.6: Operational semantics of coercion and composition in HITs
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Lemma 6.3.2 (Telescope coercion). Given ¥, x:1 I Q = Q' tel, the following rules are
validated.

Yirsel Yikow=w €Q[r/x] Yirel ¥ i-we Q[r/x]

¥ I coe., ; (w) = coe, o (') € Qs/x] ¥ I coe, o (w) = w € Q[r/x]
Proof. By induction on the length of the telescopes. In the case ¥,x : I - = - tel,
the two rules are immediate, as 0 = ' = coe, , (w) = o€, o5 (w’) = -. Otherwise,

we are in the case ¥, x : I I+ (Q,a: A) = (Q,a:A") tel where ¥,x:1 1 Q = Q’ tel and
¥,x: I+ A= A"type, so that w = (y. M) and o’ = (', M’/a). By induction hypothesis,
we know that ¥,x : I I coe, 5 () = coe, o (') € Q, so by substituting in A, A" we get
Y, x: 1 Alcoe, i (x)] = A'[coel. 5 (x')] type. As A and A’ are Kan, we may coerce M
and M’ along these lines, obtaining the following.

¥ I coe” ok (M)

x.Alcoel & (x)] (M’) € A[coe;fg()(),s/x]

€ A eoe 25 ()]

—Tr—X

Combining this with ¥, x : I I coe,, 5 (x) = coe;, o (x’) € Q and consulting the definition
of coe, we thus have ¥ I coe}  ,.4(x, M/a) = coe, 3 .0 (¥, M /a) € (Q,a:A)[s/x].
The second rule follows by a similar argument. ]

It will be convenient to have a notion of when an open relation or relation on instan-
tiations supports coercion at some syntactic type.

Definition 6.3.3. Given a I'-relation R, we say that R supports coercion at A, A’ when Ry
supports coercion at Ay, Ay’ forevery ¥ - y =y’ € T

Definition 6.3.4. We say that a ¥-PER R on instantiations supports coercion at telescopes
Q, Q" when it validates the following rules for every ¥/, x : I+ y € Y and ¥’ I r,s € L.

o~ o €RY[r/x] w € Ry [r/x]

€€, oy (w) ~ Coe gy (') € RY[s/x] coe, gy(w) ~ w € RY[r/x]

Recall from Section 5.3 that we separate coercion into two parts: the formal coercions
between indices of the family—which we have already shown are well-typed—and param-
eter coercion, which coerces along lines ¥, x : I I A tel and ¥,x : I - A » K spec in the
specification (and thus in the parameters of the type). We intend the parameter coercion
operator, pcoe, is intended to satisfy the following rules.
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Declaration of Intent 6.3.5.

Y x:Ik A=A tel Y, x: 1k Aw» K =% spec
Yirrsel VIS e Alr/x] YirM=M € lndﬁ([[rr//xx]]((S)

- — / A —_—r—
¥ I peoe’ v 4 (M) = peoel 3 g (M) € lndw[[ss//ﬂ] (coe, ¥ (9))

Yox:I1IFA tel
¥ x:IrA» Kspec Yirrel VYirdeAlr/x] YrMe |nd$([[’r//’j](5)

¥ - pcoel | 4 (M) =M € lnd,?([[rr//ﬁ](é)

The proof of this will constitute the bulk of this section. For the remainder, we fix
YirA=Ateland ¥ I A » K = K" spec. We use the universal property of Indy—its
status as a least pre-fixed-point—to prove that its elements satisfy coercion, defining a
sub-PER Pcoe” C Indy of “coercible values” and showing it is a pre-fixed-point of Step.

The reduction of a single coercion applied to a constructor of inductive type may cause
component terms to be coerced multiple times; recall from Section 5.1 that we use terms
such as coe] *(F (coe! *(P))) to correct the boundary in coercion of path constructors.
The relation of “once-coercible” values is therefore not necessarily closed under the In troZ(
operators, so we define Pcoe” as relating infinitely-coercible values by way of a greatest
fixed-point.

Lemma 6.3.6. If F is a monotone operator on ¥-relations that takes W-PERs to W-PERs,
then the greatest post-fixed-point vF is a ¥-PER.

Proof. Given a ¥-relation R, write C(R) for the symmetric transitive closure of R. We have
v(CoF) C C(F(v(C o F))) by construction. As v(C o F)) is a ¥-PER and F preserves ¥-
PERs, we have C(F(v(C o F))) = F(v(C o F)). Hence v(C o F) is a post-fixed-point of F,
and we deduce that v(C o F) € vF. On the other hand, vF is trivially a post-fixed-point
of CoF,as vF C F(vF) C C(F(vF)). Thus vF C v(C o F). In sum, we have vF = v(C o F),
and so vF is a ¥-PER. O

Definition 6.3.7 (Coercibility relation). Let R be a value (¥, A)-relation. We define a
new value (¥, A)-relation Pcoe™!(R) by declaring V ~ V'’ € Pcoe™!(R){, §) to hold for
¥ r (4,6) € (¥,A) whenever V. =~ V' € Indy(y,5) and the following hold for all
¥ x:1r ¢ € ¥and ¥’ I r,s € [ such that ¢, [r/x] = ¢.

. pcoe;fAsy//x»xK%(W) A pcoe;fAs,l//xm'q(,%(W’) € YR[VYy [s/x],coe;__xl//x (8)] for each pair

of values W, W’ € {V,V’}.

. pcoe;x/] - K (W) ~ W € YR[¢, 5] for each W € {V,V'}.
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We define Pcoe’ to be the greatest fixed-point of Pcoe™!, which is a ¥-PER by virtue of
Lemma 6.3.6.

We quickly see that not only values but terms in Pcoe™! are coercible.

Lemma 6.3.8 (Parameter coercion from Pcoe™'). Any (¥, A)-PER R validates the fol-
lowing rules forall ¥, x : I+ y €e ¥, ¥ Ik r,s € L and ¥ I § € Ay [r/x].

M ~ M € Y Pcoe * (R)[y[r/x], 5]
pcoe;.zsy»x.%//(M) ~ pcoe;_’As,wa,lp(M') € lUR[¢[s/x],coe;23¢(5)]

M € Y Pcoe ' (R)(y[r/x],9)
pcoe;xhx.qw(M) ~ M € YR[y[r/x], 5]

Proof. We apply our elimination lemma, Lemma 3.1.38. Here we use that Pcoe™'(R) C
[[Indg((—)]] by definition. It then suffices to check that these rules hold when the input
terms are values in Pcoe™!(R)[y/[r/x], 5], in which case the conclusions are also true by
definition of Pcoe™!(R). O

We now show that Pcoe” is closed under the individual introduction form relations
making up Step(K: Fcoe, Fhcom, and IntroZ( for £ € K. In each case, we first show that
parameter coercion applied to the introduction form can be reduced to some application
of introduction forms to coercions of the arguments.

Lemma 6.3.9 (Reduction of pcoe on fcoe). The following holds for any (¥, A)-PER R,
substitution ¥, x: Iy e ¥, ¥ Fr,seLand ¥,y : 1 6 € Ay[r/x].

Y ituel M € Y Pcoe”*(R)[¥[r/x],8[t/y]]

pcoe;}’éﬁ,x.w (fcoe;f(;” (M))

~
~

fcoezzge;zs 5 (Pcoe i, . g (M)
S
W Feoe?(R) [y [s/x], coe; x, (8[u/y])]

Proof. By coherent head expansion. Let ¥ I ' € ¥’ be given. We are in one of two cases.
If ty’ = uy’, then we have pcoe;—,’]a,»x.m//(fcoe;}“ (M) — pcoe;;a»x.Al//(M)tﬁ, and the
reduct is related to our right side by Lemmas 6.3.8 and 6.2.14. If ty’ = uy/’, then the left

side reduces to the right side, which is again in the relation by Lemmas 6.3.8 and 6.2.14.0

Corollary 6.3.10. For any (¥, A)-PER R, we have Fcoe(Pcoe ' (R)) C Pcoe™!(Fcoe?(R)).
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Proof. Given any V ~ V' € Fcoe(Pcoe *(R))(, §), we have that V and V' are fcoe terms
with well-typed boundaries. When we apply pcoe to the two, each reduces to a term to
which it is related in Fcoe?(R) by Lemma 6.3.9. These two reducts are in turn related to
each other in Fcoe?(R), and related to V and V' in Fcoe?(R) when the pcoe is trivial, by
Lemmas 6.3.8 and 6.2.14. Thus we have V ~ V’ € Pcoe™! (Fcoe?(R)){, §). O

Corollary 6.3.11. We have Fcoe?(Pcoe") C Pcoe’.

Proof. Tt suffices to show that Fcoe? is a post-fixed-point of Pcoe™!. Using Corollary 6.3.10,
we have Fcoe?(Pcoe") = Fcoe?(Pcoe ! (Pcoe’)) C Pcoe ! (Fcoe?(Pcoe”)). O

Lemma 6.3.12 (Reduction of pcoe on fhcom). The following rule is validated for any
(¥, A)-PER R, substitution ¥/, x : I ¢y € ¥, ¥ - r,s € L and ¥’ + 6 € Ay[r/x].

V' irtuel (Vi) ¥' & eF  Me YPeoe ' (R)[¢[r/x], 5]
(Vi, j) ¥,&,&,y: 1> N~ N; € WYPcoe '(R)[Y[r/x], 5]
(Vi) ¥, & > M ~ Ni[t/y] € YPcoe™ (R)[[r/x], 5]

pcoe;;a/»xiw(fhcom“” (M; & — y.Ny))

=~

fhcomt_}”(pcoe;lswx.qwj (M); & — y.pcoel x, . 4(Ni))

€
W Fheom?(R) [y [s/x]. 508, 5, (8)]

Proof. Again by a straightforward application of coherent head expansion, now using
Lemma 6.2.15 to check that the right side is in the desired relation. m]

Corollary 6.3.13. For any R, we have Fhcom(Pcoe ' (R)) C Pcoe™'(Fhcom?(R)).

Proof. As with Corollary 6.3.10. m]
Corollary 6.3.14. We have Fhcom?(Pcoe”) C Pcoe”.

Proof. As with Corollary 6.3.11. ]
Definition 6.3.15. Define Fcom(R) := Fhcom(Fcoe?(R)).

Lemma 6.3.16. For any R, we have Fcom(Pcoe™*(R)) C Pcoe™* (Fcom?(R)).

Proof. By Corollaries 6.3.10 and 6.3.13. ]
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Using the fact that Pcoe" is closed under formal coercions, we see that it supports not
only parameter coercion but coercion in general.

Lemma 6.3.17. Pcoe” supports coercion at lnd%;/ (va), lnd%’}/‘/ﬁ (0a).

Proof. Per Figure 6.6, a coercion in a higher inductive type reduces to a parameter coercion
followed by a formal coercion. By Lemma 6.3.8, Pcoe" is closed under parameter coercion,
and it is likewise closed under formal coercion by Corollary 6.3.11. ]

To coerce a constructor term, we must be able to coerce its arguments. Below, we
see that we can coerce in the instantiation relation {|©®[}«(R) induced by a relation R that
itself supports coercion.

Lemma 6.3.18. Let ¥ i+ A | K » © = O actx be given. If a (¥, A)-PER R supports
coercion at Ind(3a), Ind4., (3a), then {®[(R) supports coercion at (]@D%,Q@’[)?(l,.

Proof. By induction on the derivation of ¥ I A | K » © = ©" actx, proving an auxiliary
lemma for support of coercion in argument types to handle the successor case. Argument
types are built from the inductive family, function types, and path types; the proposition
thus follows by the arguments that function and path types are Kan, together with the
assumption that R supports coercion at the inductive types. O

Coercion in a constructor term applies coercions to the arguments and wraps the
result in the same constructor, but also applies a formal heterogeneous composite (fcom,
defined in Figure 6.5) to correct the boundary and index. As with the introduction rules,
showing the reduction is well-typed for a constructor ¢ requires assuming Pcoe” is closed
under the preceding constructors.

Lemma 6.3.19 (Reduction of pcoe on intro). Let £ € K be given. Suppose that we
have Introz,((PcoeV) C Pcoe’ for every ¢’ with |¢'|¢ < |f|x. Then the following rule is
validated for any substitution ¥/, x: I I+ € ¥, terms ¥’ - r,s € [, and ¥' I § € Ay [r/x].

(£:9.Q.[6;0.5 — m;]) € Ky Y - Aylr/x] » Ky[r/x] = K spec
Y ¢ e d[r/x] Y we Qr/x]¢ x € UW{O[r/x][, o]} (Pcoe"[r/x])
(Vt) wt = ﬁ;qu(a)) (Vt) Xt = ﬁ:f(];[d;w‘][)” ()()
(Olg.w )y,
(Vi) MY = peoet s s (0K 6 0 Ty (7)) 6 = Go8L 3, (600%)
pcoe;zsl/»x%//(introz(,(qﬁ; ;X))

~

fcomi}fc(introz(l/j[s/x]((/’);a)s;)(s); & — x M)
(S
Uchom?(IntroZ(?(PcoeV)) [Y[s/x], ﬁ;x//(S)]
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Proof. We first check that the right side is well-typed, beginning by verifying that each
of the auxiliary terms is well-typed.

e Vix:IIFrw* e Qpand ¥’ IF 0" = w € Q[r/x]¢ by Lemma 6.3.2.

o ¥ € U{O"}x(Pcoe'y) and y" =~ y € YW{O }u(Pcoe’y[r/x]), where © = O[¢, w*],
by the above properties of w* and Lemmas 6.3.17 and 6.3.18.

e Vix:Ird e Ay and ¥, x: 1 i 6° = §[s/x]w® € AY[s/x] by Lemma 6.3.2.
« M~ M}‘ € J Pcoe’ [y, 5] for all i, j by the above and Lemmas 6.2.19 and 6.3.8.

From the first three of these instantiated at [s/x] and Lemma 6.2.18, we can conclude
that introZﬁ//[s/ d (¢; 0% x°) € U}Introz(?(PcoeV) [¢/, 6%]. Said lemma moreover gives us the
following boundary equation for each i.

Y, E > introz(l//[s/x]@;ws;)(s) ~ M € JllIntroZ(?(PcoeV)[lﬁ, 5°]
It then follows from Lemmas 6.2.14 and 6.2.15, combined with Corollaries 6.3.11 and 6.3.14,
that the right side is in lLLFcom?(IntroZ(?(PcoeV)) [Y[s/x], coe;x/l(é)]. Moreover, under
the assumption of some constraint &, it is related to M], which is in turn related to
pcoe;zswxﬂw(QQ.Mk [r/x][¢, @])%(x)) by the above.

We proceed with a standard argument by coherent head expansion. Under any sub-
stitution ¥ I ¢/ € ¥, either some &9/’ holds for a minimal k or there is no such k.
In the latter case, the left side reduces to the right side. In the former case, it reduces

to pcoe;X¢>x_W¢(ﬂ®.Mk [r/x][$, w])x(x)), which we have just seen is equal to the right
side in that circumstance. O

Corollary 6.3.20. For any ¢ € %K such that IntroZ,((Pcoev) C Pcoe” for every ¢’ with
|| < |€]|%, we have IntroZ((PcoeV) - Pcoe_l(Fcom?(IntroZ(?(PcoeV))).

Proof. As with Corollaries 6.3.10 and 6.3.13. m]
Lemma 6.3.21. We have IntroZ((Pcoe") C Pcoe” for all £ € K.
Proof. By strong induction on the height of ¢ in K. Suppose that IntroZ,((Pcoe") C Pcoe”
for every ¢’ with |¢'|x < |€|x.

Rather than showing IntroZ((PcoeV) C Pcoe” directly, we prove the stronger claim that

Fcom*(IntroXX?(Pcoe’)) C Pcoe’. By the universal property of Pcoe’, it suffices to show
that Fcom® (Introz(?(Pcoe")) is a post-fixed-point of Pcoe™!, i.e., that the following holds.

Fcom™ (Introz(?(Pcoe")) C Pcoe™! (Fcom*(lntroz(?(PcoeV)))
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In turn, by universal property of Fcom®, it is enough to show that the right side is a pre-
fixed-point of R — IntroZ(?(PcoeV) U Fcom(R). This splits into two inclusions, which we
prove as follows.

. Introz(?(PcoeV) C Pcoe™ ! (Fcom* (Introz(?(PcoeV))). This is true by Corollary 6.3.20, using
the induction hypothesis.

. Fcom(Pcoe_l(Fcom*(IntroZ(?(Pcoev)))) c Pcoe_l(Fcom*(IntroZ(?(PcoeV))). This is true
by Corollaries 6.3.13 and 6.3.10. O

Theorem 6.3.22 (Coercion). ¥’ I lnd%}(&) = Indg(/,l’/l/p(é’) pretype support coercion for
any V' IFyeVand ¥ Ir § =& € Ay.

Proof. Combining Corollaries 6.3.14 and 6.3.11 and Lemma 6.3.21, we can conclude that
Step™ (Pcoe’) C Pcoe’ and therefore that Indg C Pcoe’. We have Indg 2 Pcoe’ by defini-
tion, so the two are equal. Thus this is exactly Lemma 6.3.17. O

Corollary 6.3.23 (Typehood). ¥ I+ Ind%,/@) = lnd%’f’;(é’) type for any ¥/ + ¢y € ¥
and ¥ 6 =& € Ay.

6.4 Elimination

Finally, we establish the elimination principle for a higher inductive type. The opera-
tional semantics for the eliminator and associated operators are shown in Figure 6.7. The
eliminator takes a list of clauses & of the following format as an argument.

E=(:oy,.Th,....0:on,T)

The clause for each constructor ¢ is an open term taking the arguments of that constructor
as arguments as well as the results of recursive calls applied to each recursive argument.
As an operator that evaluates its principal argument (the element of the inductive type),
the proof of its well-typedness proceeds in a manner similar to that for pcoe, although
this case is somewhat simpler.

Perhaps the more involved task is stating the elimination principle. In particular, we
must define the the types of the results of recursive calls at compound types as well as
the coherence conditions that the case branches provided for path constructors should
satisfy. To do so, we define a new, dependent interpretation of the argument type theory.

We first define the dependent interpretation of terms. It is easiest to understand what
this means for an argument term of the form A | K | ® » M € IND(J) where ©® =
ap : IND(6y), . . ., an: IND(8,). Recall that in such a case, we will have (©.M) () € Ind%(&)
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Eliminator

M+— M
elim(vs.h.D; 8; M; E) — elim(vs.h.D; 5; M'; E)

(6:.0Q.[ 0.8 — m]) € K
p = act(®;v5.helim(vs.h.D; 6 E); x)  (£:00.00.0,.0,.T) € E

elim(vs.h.D; §; introf(gb;a);)();é’) — T[¢, w, x, pl

Fy = fcoe! 5/ (M)

elim(v;.h.D; §; fcoe! 5 (M); E) +—> coe;._l’)s[(s,fx/h] (elim(vs.h.D; & [r/x]; M; E))

Fy = fhcom" ™ (M; & — x.N;)

elim(vs.h.D; §; fhcom”™* (M; & — x.N;); E)

>

com;jjs[(s,’Fx/h] (elim(vs.h.D; 8; M; E); & — x.elim(vs.h.D; §; N;; E))

Action of argument types

act(©.1ND(6); v5.h.T; M) —> T[6, M/a]

act(0.(a:A) — B;Up.h.T; M) — Aa. act(©.B;vp.h.T; M a)

act(®.PATH(x.A, Mg, M1); 07 0.T; M) +—> My, act(©.4;0p.h.T; M x)

Action of argument contexts

act(-;oA.0.T; y) :

act((©,a:A);0p.h.T; (x, M/a)) = (act(®;v.h.T; x), act(©.a;05.h.T; M)/ a)

Figure 6.7: Operational semantics of the eliminator and action of argument contexts
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for any y € (a;: lnd%(él), ey Ind #(0n)): we combine elements of the inductive fam-
ily according to the shape of M. The dependent interpretation is similar, but we now
combine results of recursive calls according to the shape of M. For example, suppose we
have some target family A, h:Ind’ (v A) > D type into which we might eliminate and a sec-
ond list p € (a} : D[, a1x/h],. : On, an x/h). The dependent interpretation, written
(o. M[)A hD(y:p) € D[S, (]G).M[)q(( )() / h], tells us what the result of calling the eliminator
with clauses & on (©.M)x(y) would be assuming that the results of the recursive calls on
the terms y are given by p. This is necessary to express the coherence conditions required
of a clause for a path constructor with recursive arguments that appear in its boundary,
as in the truncations of Section 5.2.

In general, we must handle hypotheses and terms of argument types other than iIND(9).
Given a list of terms in some context 06[)9(, we can apply the eliminator to the elements
of the inductive type inside it: given F € A — lndg((cs), for example, we may apply an
eliminator into some family A, h : Indg((z_)A) > D type pointwise to compute a term of
type (a: A) — D[4, F a/h]. The output type of the action of an eliminator on an instan-
tiation y € (]@[)9( is given by the dependent interpretation of argument contexts, written
(©)5s" ()

The general rule we intend to obtain is the following: given results of recursive calls
for a context ® and a substitution from ©’ into ©, we obtain the results of recursive calls
for ©.

AMKIO»0eco®  xe(@)x pe(@)h’(n
(OO0 (x:p) € (©)5" (x)

The action of argument contexts on the eliminator (and A-indexed families of func-
tions more generally), meanwhile, is defined by the act and act operators shown in Fig-
ure 6.7. Given a context ©® and map A, h: Ind4 #(0a) > T € D, we will obtain a function

act(®;0p.h.T; —) taking instantiations y : (]@[)9( to instantiations of (© [)A D ().

As with non-dependent interpretation, we define the dependent interpretations first
as operators on raw syntax.

Definition 6.4.1 (Dependent interpretation of terms). Let A be a telescope and A.h.D
be a type, K and & be constructor and eliminator specifications, and let M be an argument
term in context ©. Let y and p be instantiations for the variables in ©. We define the de-
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pendent interpretation of M, written (©. MDA D (y: p), as follows.

(©.a)%° (x:p) = ap
(©.1nTRO, (¢ 03 )" (x: p) =TI, 0, ¥, ']
where y' = (0.0)x(yx)
p' = (0.0)5%° (s p)
(£:058, 5, 5,.T) €E
(©.rcoEl 7 (M5 (x: P) = Coe?Ds[aF /h](q@MD%’%D(X? P))
where Fy := fcoe! ;*((©.M)(x))

qg'FHCOMr_)S(M & — x. Nz)DAhD(X p) = Comx.D[S,Fx/h] (M; & — N;)
where M = QQ.MD%‘%D()(; p)
N; = (@M% (x: p)
Fy = fheom™*((@.M) % (x); & — (©-Ni)sc (X))

(©.2a. N)5P (x: p) = Aa. (O.N)5EP (x: p)
(©F M)GP (xs p) = ((OF)HE" (x: p)) M
(©.2%. M)RE" (s p) = A (ON)3EP (s p)
©2 )% (x:p) = ((OR)5 (s p)) 7

We define (©. 9[)1(;18 1, (x; p) for argument substitutions 0 elementwise.

(]6' DAhD(X’p) =
(0.(0.M/)) X2 (x:p) = ((©.0)%F, (x: p). (OM)SP (x: p) /a)

Definition 6.4.2 (Dependent interpretation of types). Let A be a telescope and A.h.D
be a type, K and & be constructor and eliminator specifications, and let A be an argument
type in context ©. Let y and p be instantiations for the variables in ® and let M be a term.
We define the dependent interpretation of A, written (©. A[)A 1D (v: p; M), as follows.

(©.180(8))js” (x: s M) = DI, M/h]
(©.(a: A) = B)P (xipiM) = (a: A) — (0.8)3 5" (x: psMa)
(©.PATH(x.A, Mo,Ml)DAhD()( p; M) = Path(x.(a [)AhD()( p; M x), Mg, My)
where M, = (]G).MODAhD()( p)
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Given an argument context ©, we define a telescope Q@)[)A 1D (y) elementwise.

(- Dgce” ()
(©.a:A)3P (x. M/a) :

((O)” (x): @ (©.a)k” (T epann i M)

We can now state the criteria defining the well-formed lists of clauses & for the
eliminator. To build these up inductively, we define a partial specification judgment
I > A | K» &E e [K' = h.D], which states that the eliminator & contains clauses
for eliminating from some prefix K’ of a specification K. A complete eliminator specifi-
cation for K is then one satisfying A | K » & € [K = h.D]. It is necessary to keep
a reference to the complete K throughout, as recursive clauses should be able to handle
arguments not from Ind,K,( ) but from Ind% 7 (=)

Definition 6.4.3 (Eliminator specification). The partial eliminator specification judg-
ment,I' > A | K » E&=E& € [K' = h.D], is defined as follows.

I'>A|K»-=-€[ = hD]

I>AvKe@t= (K |C) I'>A|K» E=8 € |[K = hD]
C=[0:280:5 > m]  Ri= (@)% Giop)
H:=(2,Q,(0)5%R) T[LH>T=T €Dl introz((5¢;59;ﬁq@D$( )/h]
(Vi) ILH & > T = (mi)ys” (50 )23 Tr) € D[4, introX (303 00; Tge)a ) /Al
T>A|K» (& ¢:04T) = (8’,t’ opT’) € [(K',€:C) = h.D]

It is now straightforward to show that the dependent interpretation functions are well-
behaved when supplied with a well-formed eliminator specification.

Lemma 6.4.4 (Dependent interpretation). LetT > A = A’tel,T > A » K = K’ spec,
T,A h:Ind} #(0n) > D =D"type,andT > A | K » & =&’ € [K = h.D] be given. Then
the followmg rules are validated.
I'>A|K»0=0"actx TI'>y=y € (0)%
I (@)ys” (0 = (O3 (X) te

I'>A|K|O»a=4a"atype
T>y=xe(@x% T>p=pc(@ii’(x) T>M=Me(a)ix)
T > (0.A)%%" (O ps M) = (0.4)5%7 (X3 p's M) type
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r>>A|7(|®’>9:9’€@ F>>X:X,€(]®/D9( F>>p=p'€G DAhD()

I (0005 ry (x:p) = (©.0)3 0, (X3 p) € (855 (x)

F>>A|7<|®>M:M/€A F>>X:X'e(]®D$( >>p:p/€(]DAhD(X)
T s> (MXEP (s p) = (DAY (x5 p') € (0.A)55P (s ps (M) (1)

Proof. Simultaneously by mutual induction on the argument contexts, types, substitu-
tions, and terms. m]

Now we show that the eliminator operator itself is well-typed. For the remainder of
this section we fix ¥ I A tel, ¥ - A » K spec, ¥, A, h: lnd%(ﬁA) > D = D’ type, and
YiErA|K» E=E € [K = hD]. As with coercion, we define a PER of values that
produces well-typed results when supplied to the eliminator, then show that this PER is
closed under Step”.

Definition 6.4.5 (Eliminability relation). We define a value (¥, A)-PER Elim ™ C Indy
by declaring V ~ V’ € Elim (1, §) to hold for ¥ - (1, 8) € (¥, A) whenever the follow-
ing hold.

. V2 V' € Indgly, 8.

o V' I elim(va.h.DY; 5; W; EY) = elim(op.h.D'y; 8, W E'Y) € DY [, W/h] for all pairs
W, W’ € {V,V’'} and & with ¥ I § = & € Ay.

Lemma 6.4.6 (Extension to terms). Forany ¥/ + ¢ € ¥, ¥ + § = & € Ay, and
M=~M € JllElim_l(l,b, &), we have the following.

¥’ Ik elim(0p.h.Dy; §; M; EY) = elim(va.h.D'y; 6’ M'; E'y)) € Dy[S, M/ h]
Proof. By Lemma 3.1.38 and the definition of Elim™', as the eliminator operator is eager.00

Lemma 6.4.7 (Reduction of elim on fcoe). The following rule is validated for any sub-
stitutions ¥’ I (,9) € (¥,A) and ¥, x: T+ &' € Ay with ¥ I §’[s/x] =6 € Ay.

Y ikrsel M e YEILim [y, 8 [r/x]]
Fy := fcoe! 5 (M) E := elim(vp.h.Dy; 8 [r/x]; M; EY)

¥ I elim(vp.h.DY; 6; Fs; EY) = coe;_]’)s,// 5.F, Jh] (E) € D[4, F;/h]

Proof. Note that ¥’ + E € D[ [r/x],M/h] holds by Lemma 6.4.6. We proceed by
Lemma 3.1.35. For any ¥ I /' € ¥, we are in one of two cases.
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o riy’ = sy’. Then elim(vp.h.DY; §; Fs; Y)Y’ +— Ey’. We know that ¥’ + F.y/ = My’ €
lnd%(é)w’ by fcoe introduction for the inductive type (Lemma 6.2.14). By the prin-
ciples required of coercion in D, it follows that ¥” I+ Ey’ = coe’ J18 M /H] (E)y €
D[S, F,/h]y.

o ryy’ # sy/. Then elim(va.h.DY; §; Fs; EY) Y — coe;._’Dsl//[é,)Fx/h] (E)y/, and we know that

the reduct is well-typed by coercion in D. O

Corollary 6.4.8. Fcoe(Elim™') C Elim™".

Proof. As in the proof of Corollary 6.3.10 for coercion: given two applications of fcoe to
equal eliminable terms, we can show that the results are equal by applying Lemma 6.4.7.0

Lemma 6.4.9 (Reduction of elim on fhcom). The following rule is validated for any
substitutions ¥ I (¢, 6) € (¥, A).

Y rsel Vi)¥' + & €eF
M € YEIim [y, 5] (Vi, j) ¥, &, &, x: 1> N; ~ N; € YElim 'y, 5]

(Vi) ¥, & > M ~ Ni[s/x] € WELim [y, 5] F, = fhcom™*(M; & — x.N;)
E = elim(va.h.DY; 8; M; EY) (Vi) E; := elim(va.h.DY; §; Ni; Ev)

¥k elim(Dp.h.Dy; 8, Fs 8Y) = com! sy 50 1o (B & = x.E;) € D[6, Fy/h]

Proof. Straightforward application of coherent head expansion following the pattern of
Lemma 6.4.7. i

Corollary 6.4.10. Fhcom(Elim™') C Elim™".

The case of constructor terms is, as usual, entangled with a property of interpretations,
here the well-typedness of the act operator.

Lemma 6.4.11 (Action of argument contexts and types). Letn € NandletR C Indg
be a (¥, A)-relation such that Fcoe(R) C R, Fhcom(R) C R, and Introz((R) C Rforall £ with
|¢|% < n. Finally, let v5.h.T,0p.h. T’ be terms such that ¥ + T[y, M/h] = T'[y’,M’/h] €
D[y,M/h] forall ¥’ + y =y’ € (¥,A) and M =~ M’ € {JRy. Then the following rule is
validated for all ¥ ¢y € V.

v - AY | Ky» O = O’ actx |®|7(¢ <n X = X/ € ﬂ@[}q(l/,(Rlﬁ)

W 1 act(©;9a.h.T; y) = act(®;95.h.T'Y; ¥) € Q@D%’g% )
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Proof. By induction on the derivation of ¥’ I Ay | Ky » © = @' actx. In the case of a non-
empty context, well-typedness of act follows by induction on the argument type, using
(trivial) coherent expansion in each case in accordance with the operational semantics
shown in Figure 6.7. O

We moreover need to know that the action of argument contexts commutes with ar-
gument substitution in an appropriate sense, as captured by the following definition.

Definition 6.4.12. We say that a term 05.h.T commutes with substitution interpretation
below n when for every ¥’ I y € ¥, argument substitution ¥’ - Ay | Ky | © » 0 € ©
with |©’|«, |®|x. |0]% < n, and y € {0’} (Elim™"), we have

¥ I act(®; 50 h.TY; (O) sy (1)) = qapgjﬁj_‘g@( y:act(@;9ph.TY; ¥))

at the type (]@[)3?£§;(Qﬂ)w¢()())~

Lemma 6.4.13 (Naturality). If IntroZ((Elim_l) C Elim™! for all ¢ with |¢|g < n, then
elim(vp.h.D; —; —; &) commutes with substitution interpretation below n.

Proof. By induction on the derivation of ¥ - Ay | Ky | © » 0 € O in the definition of
Definition 6.4.12. O

Remark 6.4.14. There are reasonable extensions to the argument term language that would
invalidate Lemma 6.4.13. It depends in particular on the fact that the argument type for-
mers are all negative, satisfying uniqueness principles up to exact equality. If these were
positive—like inductive types—the property would instead hold only up to a path. We
expect it would still be possible, although certainly more complicated, to define the elim-
inator by including “correction” composites in the reduction rules for path constructors
as we do in coercion.

Lemma 6.4.15 (Reduction of elim on intro). Let £ € K. Suppose that the eliminator
elim(vp.h.D; —; —; &) commutes with substitution interpretation below |f|x. Then the
following rule is validated for any ¥’ I (¢, ) € (¥, A).

(£:9.Q.[8;0.6 — M) € Ky ¥ - Ay » Ky = K spec
Yirged ¥ iFwe Qp V&g 0] =€ Ay
x € UW{O[4, o] s (Elim™ ') p = act(®;vp.h.elim(vp.h.Dy; 5; h; E); x)

H = (2,9, (0], qu%@%ad@m ) (£:ouT) €&y

¥ I elim(3a.h.Dy; 8 introX (¢; 3 x); EY) = T[¢, w, x, p] € DY[S, introX” (¢; w; ) /h]
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Proof. By coherent head expansion. Let ¥ I / € ¥ be given. We are in one of two cases.

« There is some minimal k such that ¥ I &’ satisfied. Then we have the following
reduction.
elim(va.h.Dy; 8 introX (¢; w; x); EY)Y

>

elim(va.h.DY; 8; (©.Mk [P, 0] )k (x); EY)Y

A.h.DY
2 7(”,81#

of Dy/[6, introZ( (¢; w; x)/h]yY/, which is in turn equal to T[¢, w, x, p]¥/’ by the require-

ments on the clause (£:04.T) € &Y imposedby ¥ - A | K » & € [K = h.D].

By Lemma 6.4.13, the latter term is equal to (©.M[¢, ©]) (x; p)¥ as an element

« There is no k such that ¥ I &/’ satisfied. Then the left hand side steps to the right
hand side, which is well-typed by ¥ I A | K » & € [K = h.D]. m]

Corollary 6.4.16. Introz((Elim_l) C Elim ™! for all ¢ € K.

Proof. By induction on the height of ¢, first applying Lemma 6.4.13 and then Lemma 6.4.15.0

Rule 6.4.17 (Elimination).

¥ IF A tel ¥ - A » K spec ¥, A,h:lnd%(ﬁA) > D =D’ type
YrEA|K» E=E €[K = hD] Yié=8eA ¥rM=M €lndy(5)

¥ I elim(3a.h.D; 8 M; E) = elim(vp.h.D';8'; M, E') € D[, M/h]

Proof. By the combination of Lemmas 6.4.7, 6.4.9 and 6.4.15, Lemma 6.4.6, and the defini-
tion of Indy as the least fixed-point of Step™. ]

6.5 Strengthening canonicity

By definition of the typing judgment, any well-typed term ¥ I M € lnd%(é) is guaranteed
to compute to a value belonging to the inductive relation Indg. Such a value is of one of
three kinds: it may be a constructor term (intro), but it may also be a formal coercion
(fcoe) or composite (fhcom).

This is a broader range of possibilities than one would like, especially in the case that
¥ is empty. For example, we might compute a term - I M € Int; (an integer modulo 2,
as defined in Section 5.1) and get the following unsightly result.

fcoe? 7! (fhcom®”! (fhcom®~! (fcoel 7%(int(3));-); 0 = 1 < _.int(8)))
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We can see an int(3) somewhere inside, and this term is indeed equal to int(3) up to a
path, but it is buried beneath a pile of “frivolous” formal coercions and composites. Note
that there can be no truly significant coercions or composites in a non-indexed type in an
empty context. There are no indices to coerce between, and the boundary constraints of
a composite will either be true (0 = 0 or 0 = 1), in which case the composite reduces, or
false (0 = 1 or 1 = 0), in which case they are irrelevant.

The problem of coercions is easy to solve; we can simply add a rule to the operational
semantics so that such frivolous coercions reduce away. (To keep the operational seman-
tics deterministic, we should also add a condition that § # - on rules that operate on
fcoe! 5*(M) values.)

r#£s
fcoel (M) — M

Compositions are less simple, however, because a non-frivolous composite can become a
frivolous composite through interval substitution. It takes a few steps to dig up how this
becomes a problem; to start, recall the reduction of the inductive type eliminator applied
to a formal composite (Figure 6.7).

elim(vs.h.D; §; fhcom™™*(M; & — x.N;); E)

>

com;st[é,,Fx/h] (elim(vs.h.D; 8; M; E); & — x.elim(vs.h.D; 5; Ni; E))

For this application of the eliminator to be well-typed (i.e., for Lemma 6.4.9 to go through),
this reduction must be coherent. If some interval substitution makes the input fhcom
frivolous, causing it to reduce to its cap, the right hand side must simplify in a corre-
sponding way. Essentially, if frivolous fhcom terms are made equal to their caps, then,
so must all frivolous compositions be equal to their caps.! In particular, a coercion in
a degenerate type line must be equal to its input: coe” (M) = M. Because of the way
composition in path types is defined, ensuring this further requires that any composite
with a degenerate type line and tube is equal to its cap: com” }(M; & — _.N;) = M.
Unfortunately, it is apparently impossible to impose this condition, known variously
as regularity [CCHM15, Acknowledgements] or normality [Awo18, Definition 31], with-
out compromising either univalence or constructivity. The reasons are beyond the scope
of this work: the obstruction is composition in the universe, which we have studiously
avoided defining. For an illustration of the problems with regularity at the universe type,
see [Ang19, §3.4]. More formally, Swan shows that reconciling regularity with univalence
requires non-constructivity in a large class of cubical models of type theory [Swa18b].

! Alternatively, this reduction rule must be changed in some way—pursuing that option leads to similar
conclusions.
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Angiuli, Favonia, and Harper therefore solve the original problem by different route,
introducing a validity restriction that prevents the formation of frivolous composites in
the first place [AFH18, Definition 12]. In brief, composite tubes are restricted to certain
forms that can never become frivolous by substitution.

Definition 6.5.1 (Validity). A collection ¥  &i,...,&, € F is valid when there exist
Yirreland1 <i,j < nsuchthat ¥,r = 0 I §; satisfied and ¥,r = 1 I {; satisfied.

This condition has the following two important properties.

Proposition 6.5.2. If ¥ I & € Fis valid, then ¥’ I &y € Fis valid for any ¥’ - ¢ € V.

Proposition 6.5.3. If - I & € Fis valid, then there is some i such that - I ¢ satisfied.

The first of these simply checks that validity is stable under interval substitution;
this is essential if it is to be a sensible condition to impose. The second implies that any
composite with a valid tube in an empty interval context can be simplified.

The solution, then, is to require only that composites exist when the shape of the tube
is valid; that is, we add validity as a prerequisite in Definition 3.1.27. Valid composites are
sufficient for motivating use of composites, namely coercion in path types. In any case,
non-valid composites can be recovered using iterated valid composites [Ang19, Theorem
4.34].

If we add the reduction rule for reducing frivolous formal coercions, impose the valid-
ity condition on homogeneous compositions, and add only valid formal composites to in-
ductive types, we can obtain the following improved canonicity theorem for non-indexed
HITs in an empty interval context.

Theorem 6.5.4. Assume the above adjustments have been made. Let - I - » K spec
and - F M € Ind;'()( - ) be given. Then M evaluates to an intro term.

Thus we can run a closed integer modulo 2 and expect to obtain an actual integer as a
result. Even simpler, we can define the type of natural numbers as a (particularly degen-
erate) higher inductive type and have our computations produce actual natural numbers.

Note that we absolutely cannot expect such a strong result for indexed inductive types.
In these case, we can still exclude fhcom values with the validity restriction, but there is
nothing to be done about formal coercions. The paradigmatic example is the identity type:
an element - I P € Id(A, M, N) cannot be guaranteed to evaluate to a refl value, because
Id(A, M, N) is inhabited as soon as there is a path from M to N in A.






Chapter 7

Conclusions

7.1 Related work

HITs for ITT Higher inductive types were introduced in the context of univalent in-
tensional type theory at the 2011 Oberwolfach meeting, in discussions between Andrej
Bauer, Peter Lumsdaine, Mike Shulman, and Michael Warren (see [Uni13, §6 Notes]). The
HoTT Book presents many examples of higher inductive types and sketches criteria for a
general definition, but definite syntax and semantics for higher inductive types has since
taken time to mature. In this and future extensions of ITT with higher inductive types,
“path” constructors are expressed with identity types. Notably, the reduction rules for
eliminators on path constructors are posited only up to identities, not up to exact equal-
ity, as such exact equations typically fail to hold in models. In particular, there are many
identified-but-not-equal ways to define the action of an eliminator on an identity, and it
is not clear that any one deserves to be designated canonical and made to satisfy an exact
reduction rule.

There is one obvious and extremely simple schema: include only the quotient type
A //Rintroduced in Section 5.1 (or the inter-derivable pushout). From this minimal base, it
is actually possible to build out a number of more sophisticated HITs. Van Doorn [Doo16]
and Kraus [Kral6] each give constructions of the propositional truncation using only the
quotient, obtaining the truncation as the homotopy colimit of an w-indexed sequence
of types. (Colimits indexed by w can be defined using quotients and a natural numbers
type.) Rijke [Rij17] generalized the latter to construct general n-truncations. While these
results are theoretically valuable, the complexity of the definitions makes them unwieldy
for computational purposes. Moreover, there are limits to this approach: Lumsdaine and
Shulman give an example of a HIT which cannot be constructed from pushouts and the
natural numbers [LS20, §9].

Moving up a degree of (a priori) expressivity, Sojakova [Soj14; Soj15; Soj16] intro-
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duced the class of W-quotients, also called W-suspensions, and showed these could be
characterized as homotopy-initial algebras, building on work on ordinary inductive types
in HOTT [AGS12]. These generalize Martin-Lof’s W-types [Mar82], which are inductive
types of the following form.

A:U,B:A — U > inductive W(A, B) where
| sup(a: A, f:Ba— W(AB)) € W(A B)

W-types are useful for encoding inductive types with recursive structure; for example,
the type of natural numbers may be defined as W (Bool, 1b. elimp,o(_.U; b; Void, U)), with
zero = sup(tt, A_. abort) and suc(M) := sup(ff, A_. M).

Expressed in our notation, a W-quotient is an instance of the following parameterized
HIT, which enhances the W-type with a path constructor.

A C:UB:A— Ulr:C— A> inductive Wq(B,1,r) where

|sup(a: A, f:Ba— Wq(BLr)) € Wo(B,Lr)

| cell(c:C, f:B(lc) > Wq(B,Lr),g:B(rc) = Wq(B,Lr),x : 1) € Wq(B,Lr)
[x =0 <= sup(le,f) | x =1 sup(rcg)]

As an example, Sojakova applies the W-quotient to constructing such types as Int,, com-
bining the recursive structure of Int and quotient in a single definition. However, because
the cell constructor can only connect instances of sup, it is less useful for representing
types such as the propositional truncation which have recursive path constructors with
non-constructor boundaries. (These can of course be indirectly encoded, as W-quotients
subsume ordinary quotients.)

Basold, Geuvers, and van der Weide [BGW17] and Dybjer and Moeneclaey [DM17]
present schemata for HITs in ITT that include recursive path constructors, using a gram-
mar of argument types and terms similar to our own. Our work can be seen as a cubical
counterpart to these efforts. Kaposi and Kovacs [KK18; KK20a] generalize further, defin-
ing a schema for higher inductive-inductive types, which include indexed higher inductive
types as a special case. Their syntax, like ours, also permits path constructors of dimen-
sionality higher than one; unlike in cubical type theory, however, the induction principles
for such types rapidly become prohibitively complex, as coherence adjustments must be
introduced to reflect the fact that the eliminator does not compute on path constructors
up to exact equality.

On the semantic side, Lumsdaine and Shulman [LS20] develop the notion of cell monad
with parameters, a semantic specification of a higher inductive type, and gave a class of
simplicial model categories in which such HITs exist. This class does not obviously cor-
respond to a particular syntactic schema, but includes, in some form, all of the examples
we have encountered. As discussed briefly in Section 5.1, however, their universes are
not closed under parameterized inductive types: because of the fibrant replacement used
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to make HITs Kan, a HIT always lives one universe higher than its type parameters. (By
way of contrast, our HITs only depend on their size of their indices in this way.) Recent
work of Shulman, not yet publicly available, closes this gap.

In almost all cases where a formalism is presented, it fails to be computationally ade-
quate, in part because reduction equations for the eliminator of a HIT on a path construc-
tor are required to hold only up to identity. Of course, any formalism including HoTT
will already be problematic due to the presence of the univalence axiom. The one excep-
tion is Dybjer and Moeneclaey’s theory, which targets an interpretation in Hofmann and
Streicher’s groupoid model [HS98] where these equations hold exactly. However, no ade-
quacy proof is presented in this work, and it is not clear that one should be expected. By
contrast, a large part of this work’s contribution goes into verifying a coercion algorithm
for higher inductive types, essential for canonicity with path-based equality.

From a usability standpoint, cubical HITs are a notable improvement on their ITT
equivalents. To begin with, the cubical models justify exact reduction rules for elim-
inators on path constructors, eliminating a common source of bureaucracy in HoTT
proofs. More conceptually, cubical type theory scales much more gracefully to higher-
dimensional arguments, supporting in its judgmental structure an easily manipulable no-
tion of “n-dimensional term”. While Licata and Brunerie [LB15] show that some amount
of cubical apparatus can be developed in HoT T—defining 2-dimensional “square” types as
indexed inductive types and so on—the “native” version is significantly more convenient.
As we observe in the introduction of Part III, high-dimensional coherence obligations
often arise from iterated induction even when the individual HITs at play are merely one-
dimensional. While Part III notes that these are difficult to manage even in cubical type
theory, the improvement over HoTT is significant.

Cubical HITs Both Cohen, Coquand, Huber, and Moértberg [CCHM15] and Angiuli,
Favonia, and Harper [AFH18], in their respective cubical type theories, include basic ex-
amples of higher inductive types. Subsequently, Coquand, Huber, and Mortberg [CHM18]
defined additional examples of higher inductive types in their theory, modeled these in
cubical sets, and sketched a (non-indexed) schema. The implementations of the Kan op-
erators for higher inductive types in their setting—De Morgan cubical type theory, which
includes additional operations on interval terms—are broadly similar to ours, although
they differ in the details. Cavallo, Mortberg, and Swan [CMS20] show that their cubi-
cal type theory, which simultaneously generalizes the cartesian and De Morgan theories,
supports at least a circle type, and it is expected that HITs are supported more generally.

Parts of the schema described in this dissertation have been implemented as part of
the cartesian proof assistants RedPRL [ACFHS18; RedPRL] and redtt [redtt], while HITs
in the style of [CHM18] have been implemented in a De Morgan cubical mode for Agda
[Agda; VMA19]. The latter also integrates HITs with its pattern matching machinery,
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providing a convenient interface for elimination akin to the case analysis pseudo-code
we employ in this thesis.

Quotient inductive types Although we have focused on the combination of higher
inductive types with univalence and higher-dimensional equality more generally, higher
inductive types are also useful in “zero-dimensional” settings. Higher inductive types trun-
cated at the set level have become known as quotient inductive types (QI'Ts) [ACDKN18].

Of particular interest are quotient inductive-inductive types (QIITs), which permit the
simultaneous definition of several inductive types in which one inductive type may appear
as an index to another. A schema for QIITs can serve as a logical framework, a schema
for defining logics. The syntax of ITT, for example, is higher inductive-inductive type, a
collection of interdependent inductively generated judgments (T ctx, I' - A type) together
with their equality judgments (e.g., I' + A = A’ type). This application is explored by
Altenkirch and Kaposi [AK16; Kap17]. Dijkstra [Dij17], Altenkirch et al. [ACDKN18], and
Kovacs and Kaposi [KK20b] define theories and semantics of quotient inductive-inductive

types.

Some quotient inductive types can be realized by taking an ordinary inductive type
and applying a simple (truncated) quotient in the sense of Section 5.1. In cases with re-
cursive constructors, however, the correctness of this construction may rely on the axiom
of choice (AC). Primitive quotient inductive types may therefore be used to avoid rely-
ing on AC. This is exploited by Altenkirch, Danielsson, and Kraus to define a partiality
monad [ADK17]. Fiore, Pitts, and Steenkamp observe, however, that a combination of
(ordinary) inductive-inductive types, quotient types, and size types is sufficient to obtain
many quotient inductive types [FPS20].

On the subject of choice, Lumsdaine and Shulman describe a higher inductive type
that can be interpreted in Zermelo-Fraenkel set theory with but not without choice [LS20,
§9]. As written, this type is not an instance of our schema; it uses definitions by natural
number recursion into the type being specified in the boundary of a path constructor, as
in the following example.

inductive Ex where

| a € Ex

| b(t: Ex) € Ex

|c(n:Nat,x:I) e Ex [x=0—>a|x=1<< elimyu(_.Ex;n;a, _.t.b(¢))]

However, this kind of specification can be encoded by taking a function matching the
recursive definition as an argument as follows, where T,.,, = Path(Ex, f zero,a) and
Tsuc = (n:Nat) — Path(Ex, f (suc(n)),b(f n)).
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inductive Ex where

| a € Ex

| b(t: Ex) € Ex

|c(n:Nat, f: Nat = EX,p : Trer0,q : Toue, X : 1) € Ex [x=0—>a|x=1< fn]

Our own schema therefore includes a type satisfying the induction principle of Lumsdaine
and Shulman’s type.

Identity types A primary motivation for constructing indexed inductive types in cu-
bical type theory is to obtain an identity type. As discussed in Section 5.3, while the
Path type is a suitable replacement for Id in most regards, it does not satisty the same ]
principle—there is a term with the type of J for path types (Lemma 3.2.3), but it does not
validate an exact reduction principle on reflexive paths. This failure is explored in detail
by Swan [Swa18b].

An alternative construction is therefore necessary to realize identity types in cubical
type theory, and in particular to show that cubical type theory interprets HoTT. Swan
[Swal8a] presents one technique, using the cofibration-trivial fibration factorization of
a model structure to obtain identity types from path types; this construction applies in
the various structural cubical sets models as well as affine cubical sets. Cohen, Coquand,
Huber, and Mortberg define identity types whose elements are cubical paths paired with
constraints on which they are guaranteed reflexive [CCHM15, §9.1]; this construction
is also possible in a cartesian setting [ABCFHL19, §2.16], and is analyzed by Swan as a
simplified special case of his construction [Swal8a, §6]. Our own construction is distinct
from these. In [Cav19], a model-categorical reformulation is presented,; it relies instead
on a trivial cofibration-fibration factorization and resembles van den Berg and Garner’s
interpretation of identity types in simplicial sets and related settings [BG12].

7.2 Outlook

We have developed a full-featured schema for higher inductive types in cartesian cubical
type theory, complete with a computational interpretation. Our specification grammar
accommodates almost all features that appear in the HoTT book [Uni13] and subsequent
work in homotopy and cubical type theory, including recursive path constructors, recur-
sive arguments of function and path types in the type being constructed, and indices.
We expect that similar schemata could now be straightforwardly developed in De Mor-
gan cubical type theory [CCHM15] or Cavallo, Mortberg, and Swan’s minimal cubical
type theory [CMS20], taking their examples of higher inductive constructions and gener-
alizing following the pattern developed here. It seems safe to say at this point that the
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community’s understanding of cubical higher inductive types has reached a state of ma-
turity. Cubical HITs are already being effectively exploited both in synthetic homotopy
theory and mathematics more generally [FXG20; MP20; ACMZ21].

The most notable case not handled by our schema is that of the inductive-inductive
type [NS10], in which where a type and a family indexed over that type are simultane-
ously defined by a joint inductive definition. Higher inductive-inductive types are used in
the HoTT Book to define a type of real numbers [Uni13, §11.3]; as mentioned above, they
may also be employed to define type theories within a type theory. We can expect that
care is required to give a computational semantics even of non-higher inductive-inductive
types, given that these include indexed inductive types as a special case. However, we op-
timistically conjecture that the techniques we use for indexed inductive types—formal
coercion values—will generalize gracefully to indexed inductive types, though a proof of
correctness would certainly take more work to set up. This view is bolstered by Hugunin’s
demonstration that inductive-inductive types can be indirectly derived from indexed in-
ductive types in cubical type theory [Hug19]. Similarly, we expect that higher inductive-
recursive types [Dyb00], wherein an inductive type is given simultaneously with a family
of types defined recursively over it, are now within reach; these have, however, seen less
use in homotopy or cubical type theory thus far.

A tempting avenue for future work is to develop a notion of higher coinductive type.
Coinductive types are the duals of inductive types: where inductive types are least fixed-
points generated by constructors, coinductive types are greatest fixed-points supporting
destructors [Coq93]. However, while coinductive types have found extensive use in type
theory (typically to represent infinite data structures), few applications have been pro-
posed for a higher generalization. Indeed, it is not obvious what the concept dual to
higher inductive types should even be.

Finally, the status of higher inductive types in Bezem, Coquand, and Huber’s model in
affine cubical sets remains unclear. This is not of pressing practical importance, as we can
expect that any implementation of HITs in that setting would be more unwieldy than a
structural equivalent. We nevertheless believe there is theoretical value in further analysis
of the BCH model. For one, affine cubes are indisputably relevant in other settings, as we
see in Parts III and IV. Moreover, the BCH model’s status as an outlier among the few
basic constructive models we know of for homotopy type theory makes it an essential
case to understand on the way to any general analysis of such models.
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Internal parametricity
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Chapter 8

Introduction

The second part of this thesis is dedicated to realizing a second extension of cubical
type theory, this time with internal parametricity. Parametricity, introduced by Reynolds
[Rey83], is a tool for proving naturality and related properties of type-theoretic construc-
tions. While the technical aspects of this extension are largely orthogonal to those of
higher inductive types—shared cubical substrate aside—the strongest motivations for in-
tegrating parametricity with cubical type theory come from its potential for reasoning
with HITs. To get a sense of that potential, then, let us take an extended look at an exam-
ple of a higher inductive type, the smash product, and the problems it presents for practical
theorem proving.

The smash product The smash product originates in homotopy theory as a binary
operator on pointed spaces. In synthetic homotopy theory, where types play the role
of spaces, a pointed type is a type paired with a single “basepoint” element: the uni-
verse of pointed types is U, = (A : U) X A, its elements thus pairs (A, ag) with A €
U and gy € A. For the sake of readability, let us adopt a few notational conventions
for pointed types. We write pointed types with a subscript #, as in A, B,,... € U,
then write A,B,... € Uand ay € A, by € B, ... for their first and second projections
respectively. Given two pointed types A., B. € U,, the type of pointed functions be-
tween them is the type (A, — B.) = (f : A — B) x Path(B, f ap,by) € U of functions
that send the basepoint of A to that of B, up to a path. This type is itself pointed, as
we always have a unique pointed constant function (A_. by, A*_. by) € A, — B,; we write
(A. =, B.) = (A, — B,,{A_. by, A'_. by)) € U. for that pointed type. An isomorphism of
pointed types, A, =~ B,, is an isomorphism whose underlying function is pointed.

The smash product, written A., is the natural notion of (monoidal) product for the
category of pointed types. In particular, it interacts with the pointed function type in the
same way that the ordinary function and product types interact. In categorical terms, A,
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is left adjoint to —..

(AXB) 5 C~A—> (B—0()

In cubical type theory, we can define the smash product as the following higher in-
ductive type [Doo18, Definition 4.3.6].

A, : U, B, : U, > inductive A, A B, where

| {(a:Ab:B) e A, AB,

| ® € A, A B,

| spoke"(b:B,x:T) € A, AB, [x=0— ®"|x=1 (ao,b)]
| ®* € A, A B.

| spokeR(a:A,x: 1) € A,AB, [x=0—> @R |x=1< (a,by)]

The smash product of A, and B, is a quotient of the product A X B; we start with
elements (a, b)) € A, A B, for every a € A and b € B, then identify all pairs of the form
(a0, b)) or {a, by ). The latter is accomplished by first adding two “hub” points ®" and ®R,
then equating all terms of the form {ao, b)) and (a, by )) with ®" and @R respectively using
“spoke” path constructors. We can picture the smash product as in the following image,
with the two axes of the product A X B connected to their respective hub points.

We write A, A, B, for the pointed type (A. A B., (a0, bo)))-

The precise definition of the smash product, the intuition behind it, and its use in al-
gebraic topology are not our focus here. Rather, we want to make some generic points
about the difficulty of proving results that involve higher inductive types. The smash
product appears repeatedly in work on synthetic homotopy, for example in the theses of
Brunerie [Brul6, Chapter 4] and Van Doorn [Doo18, §4.3]. In both these cases, a major
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pain point is proving that the smash product satisfies some apparently innocuous prop-
erties: commutativity, associativity, unit laws, and higher-dimensional coherence laws
relating these.

Why are these so difficult to prove? We can start to get a sense by looking at commu-
tativity and associativity. It is simple to define a commutator, a map A, A B, — B, A A,
by case analysis on the input.

[ case s of
| {a.b) — (b.a)
| @ > @R
| spoke" (b, x) > spokeR (b, x)
| @ > @"
| spoke®(a, x) > spoke'(a, x)

commutes =

Defining an associator, (A. A, B.) A C. — A, A (B, Ax Cy), is more tedious. Notably,
we must go through two layers of case analysis, because the domain (A. A. B.) A C. of
our function contains a twice-iterated smash product.

ase s of

<<<< b).c) = {a (b.ch)
(@ ch -

<<SP0keL(b X) ch -

(@ c)

((SpokeR(a x) ch -
et

spoke"(c y)

R 1

| 5pokeR(<<a,b>>, y) =

| spokeR(®", y) >

| spokeR (spoket (b, x), y)
| spokeR (@R, y) —

| | spoke®(spokeR(a, x),y) —

assoc s =

C
|
|
|
|
|
|
|
|

The proliferation of cases is daunting, but this would not be a serious problem if each
individual branch were straightforward to fill. Unfortunately, this is not the case; the
real killer is the increased dimensionality that comes from iterated case analysis on higher
inductive types. Consider the spoke® (spoke' (b, x), y) case in the definition of assoc. This
is a two-dimensional case, that is, depends on two interval variables x and y; in order for
assoc to be well-defined, the boundary of this case’s output must agree with the output of
the appropriate lower-dimensional cases. Here, spoke® (spoke' (b, x), y) has the following
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boundary.

X k R L,
l_> oF spoke™ (®", 1) \ (&t co)

&R spoke® (spoke" (b, x), y) (ispoke (b, x), co))

R s (a0, b) co)
S T e (aw by

Our goal for the two-dimensional spokeR (spokel (b, x), y) case thus depends on what
we have written in the zero- and one-dimensional ®R, spokeR(®", y), ((spokel (b, x), c),
and spoke®({(a, b)), y) cases. In particular, the complexity of higher-dimensional cases is
very sensitive to the complexity of lower-dimensional cases. If, for example, each one-
dimensional case involves some non-trivial composition of constructors, then it falls to
the two-dimensional constructors to untangle and relate these. Worse, the complexity
often depends on essentially arbitrary choices. For example, we can equally well send
et - ok et e, 8t — (@ c), @ — (@R ), or & — ({ao, by, co)), given that
all of these options are equal up to a path. If we send ®" — @, then the spoke'(c, x)
case requires a path @ > (aq, {(bo, c)), which is easily satisfied by spoke"({by, c}), x);
if we send ®" — @R, the necesssary path ®@® ~s (aq, {bo, c))) cannot be satisfied with
a single constructor, instead requiring some composition. Sometimes it is clear which
choice produces the simplest higher-dimensional goals, but it is often not.

These problems are further exacerbated if we want to prove any properties of these
definitions. For example, we would certainly like to know that the associator is an iso-
morphism. After defining a candidate inverse assoc” !, we would then have to construct
some inv € (s: (A, A, B,) AC,) — Path((A, A, B,) A C,,assoc”! (assocs),s). Like the
definition of assoc itself, this requires twice-iterated case analysis on the smash product.
This time, however, the codomain is a path type, so the dimensionality of each case is
bumped up by one. And again, our solution for each case of inv depends in a delicate way
on how we have defined assoc and assoc™! as well as the lower-dimensional cases of inv.

Worse still, there are actually infinitely many coherence conditions of increasing di-
mensionality that one might like the commutator and associator (and unitors) to satisfy.
One step up from associativity, we have Mac Lane’s pentagon identity, which states that
the following diagram commutes. In words, the pentagon asserts that the two ways of
re-associating from ((As A« Bx) A Ci) A Dy to Ax A (Bi As (Ci Ay D,))—beginning either
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by re-associating the inner or the outer triple—produce the same results.

((Ax Ax By) AL Cy) A D,
(As Ax (BL AL Cy)) A D, (Ax Ay By) A (Ci A D)

S 7

To prove this would require a case analysis on the elements of a thrice-iterated smash
product. As the codomain is again a path type, this means dealing with four-dimensional
terms. Then we might require a further coherence operator relating the different ways of
iteratively applying the pentagon identity, and so on without end. (These operators are
collectively known as associahedra.) To add another wrinkle of complexity, each of these
operators should also satisfy a naturality condition that lives one dimension higher.

Admittedly, there is (as yet) no pressing need in synthetic homotopy theory to climb
very far up this tower of results. However, both Brunerie and Van Doorn’s results do rely
on the pentagon identity. Brunerie does not give a proof, only sketches an argument that
one should be possible. Van Doorn adapts a result of Eilenberg and Kelly [EK66, Chap-
ter 2, Theorem 5.3] to derive the pentagon identity from the pointed natural isomorphism
transpose € (A, A« By) =, Cy =, A, >, (Bx —. C,). It is plausible that the higher co-
herences would also follow from this result without further case analysis, which would be
a substantial reduction of complexity from the direct approach. However, even the con-
struction of transpose is non-trivial, and Van Doorn leaves one component of the proof
unchecked.! Brunerie has also attempted to generate proofs of these coherences auto-
matically, using an algorithm that looks for opportunities to apply Martin-Lof’s identity
elimination rule, but this too reaches the limits of practicality around the pentagon level
[Bru18].

Despite the difficulty of verifying these results, the proofs are not at all conceptually
interesting, and it is hard to imagine how they could fail to hold. Is it even possible to write
down an associator that does not satisty the pentagon identity? In fact, under sufficient
restrictions on the language, it is not. We will arrive at this realization by using a classic
technique from programming language theory: parametricity.

'The missing piece is described in [Doo18, Remark 4.3.29]. Briefly, naturality requires an operation
relating the isomorphisms (A; A. B.) —. Ci =, A, —. (B, =, C.) and (A, A. B)) —. C, =, A, —.
(B, —. C.) whenever there are pointed functions A, — A., B, — B,, and C.. — C,. Pointed naturality
requires that this operation satisfies a further condition when one of f, g, h is a constant function. Van

Doorn relies on pointed naturality in C to obtain the pentagon identity, but does not show that it holds.
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Reynolds’ parametricity Parametricity, introduced in the seminal work of Reynolds
[Rey83], is a property that constrains the behavior of polymorphic functions, functions that
depend on type variables. Strachey [Str67] distinguishes two varieties of polymorphism:
parametric and ad-hoc. As retold by Reynolds, a parametrically polymorphic function is
intuitively one whose behavior is uniform in its type variables, which “does the same
thing” no matter how those variables are instantiated, such as the following commutator
for the sum/coproduct type.

case c of
AA.AB. Ac. | |inl(a) — inr(a) | € (A,B:U) > A+B— B+A
| inr(b) + inr(b)

An ad-hoc polymorphic function, on the other hand, is one whose behavior does depend
on how its type variables are instantiated, such as the following bizarre function that
behaves differently when its type argument is Int.

case A of
M. Aa. | |[Int—2 [e(A:U) >A—> A
| _t+>a

In this telling, the property of being parametric is a syntactic condition: a function
is parametric when its definition does not use any case analysis on its type variables.
Reynolds’ realization was that this syntactic condition implies a powerful semantic prop-
erty: the existence of an action on relations.

Reynolds’ original results apply to a formal simple type theory with type variables:
the theory with non-dependent functions (A — B), non-dependent products (A X B), and
booleans (Bool). Terms are built from function definition and application, pairing and
projections, boolean constructors tt and ff, and boolean case analysis. (Reynolds also al-
lows for some additional fixed collection of type and term constants.) Note that no facility
for case analysis on types is provided. This type theory has a canonical interpretation in
set theory: given an assignment E = {X; — S1,..., X, — Sy} of sets to each type vari-
able in a type A, we have an induced set [A] g, with function types translated into sets of
set-theoretic functions and so on. Likewise, any term ¢ : A has an interpretation as an
element [[¢]r € [A]r. Reynolds’ semantic definition of parametric polymorphism is given
in terms of this interpretation.

To understand Reynolds’ result, let us focus our attention on the simplest case: the
type of functions X — X polymorphic in the type variable X. Given an interpretation
X — S, the interpretation of this type is naturally the set of functions S — S.

Definition. A family of set-theoretic functions (fs € S — S | S € Set) is parametric
when it preserves all binary relations: for every pair of sets S, T € Set and binary relation
RC SxT,if (s,t) € R, then (fs(s), fr(t)) € R.
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In this vein, Reynolds defines systematically what it means for a set-theoretic family
(ag € [A]g | E € TypeVars(A) — Set) to be parametric for each type A of the formal
theory. The capstone result is then the abstraction theorem, which states that the interpre-
tation of any term is parametric.

Definition (Reynolds’ abstraction theorem). For any term ¢ : A, the induced family
([t]e € [A]E | E € TypeVars(A) — Set) is parametric.

To be parametric is a powerful property. Returning to our example X — X, suppose
that (fs € S — S | S € Set) is a parametric family. For any set S and element s € S, we
have a relation R := {(s, %)} C SX{x}. As (s,*) € R, we must have (fs(s), f{x}(*)) € Ras
well—but this means that fs(s) = s. In other words, the only parametric family of functions
S — S is the family of identity functions. And by the abstraction theorem, this means
that any term t : X — X is semantically identical to the identity term Aa.a : X — X.

Now we get an inkling of how we might apply parametricity to the problem of smash
products. Certainly we can expect to obtain naturality properties from parametricity: nat-
urality is merely the restriction of parametricity to relations that are graphs of functions.
(Wadler memorably dubbed the naturality results that fall out of parametricity “Theorems
for Free!” [Wad89].) In fact, we can go even farther. For example, we can show that any
parametric candidate associator assoc € (A, Ax Bi) A Ci =, Ax Ax (Bi Ax Cy) is an iso-
morphism so long as it is not the constant function A_. {ao, {(bo, ¢ ) ); it is then a simple
matter to exclude the latter case by testing assoc on small inputs. We can even show that
any parametric assoc satisfies the pentagon identity.

Internalizing parametricity We deviate from Reynolds’ original program, which is
based in a set-theoretic denotational semantics, by instead adapting the more recent sys-
tem of internal parametricity developed by Bernardy and Moulin [BM12; BM13; BCM15].
In an internally parametric type theory, the consequences of parametricity are available
within the theory, rather than holding of an external interpretation (in set theory or oth-
erwise). In particular, in a computational type theory, the operators that implement the
abstraction theorem are themselves computational; thus we are able to obtain results with-
out departing from our computational conception of type theory.

On another level, internal parametricity is attractive to us because its realization
shares many features with cubical type theory, right down to the crucial use of an in-
terval object. Recall that, as captured by univalence, a line of types x : I > A € U
corresponds to an isomorphism e € A[0/x] ~ A[1/x]; moreover, terms x : I > a € A
in that line correspond to paths e (a[0/x]) ~» a[1/x] relating their endpoints across the
isomorphism. Recall also that all constructions have an action on paths: given a func-
tion f € A — B and a path p € Path(A, ay, a1), we can apply f to p pointwise to ob-
tain a path A'x. f (px) € Path(B, f ay, f a;). The combined consequence of these facts is
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that every polymorphic function in cubical type theory has an action on isomorphisms:
given some f € (X :U) — X — X and an isomorphism e : A =~ B, for example, we have
e (fa) ~ fbwhenever ea ~» b. Internal parametricity operates on the same principle:
now, lines x:1 > A € U corresponding to relations R € A[0/x] X A[1/x] — U and terms
x:1> a € Ato proofs of R(a[0/x],a[1/x]). By exploiting the action of terms on the
parametric equivalent of paths—which we call bridges, following Nuyts et al. [NVD17]—
we obtain a theory in which all terms are guaranteed to act on relations.

Outline In this part, we extend the cubical framework of Part I to incorporate bridge
interval variables, using many of the same strategies as in Part I, followed by the type form-
ers of internal parametricity employed by Bernardy, Coquand, and Moulin [BCM15]. The
definition of the extended framework and construction of an instance occurs in Chap-
ter 9; we also remark there on the similarities and distinctions between the behavior
of the two kinds of interval. There is little explicit interaction between the “path” and
“bridge” elements of the combined type theory, and so this chapter is largely a retelling of
[BCM15]. However, cubical equality notably improves the theory around the parametric-
ity primitives—much as we have seen it do with functions, universes, and quotients in
previous parts.

In Chapter 10, we apply parametric cubical type theory to prove a number of results,
showing how classical consequences of parametricity are validated, establishing some
methodology of internal parametricity, and proving the promised results concerning the
smash product. In Chapter 11, we explore a formalism for internally parametric type the-
ory and a presheaf model thereof, developing a novel treatment of affine interval variables
and simplifying some aspects of Bernardy, Coquand, and Moulin’s model by relying on
cubical equality. We discuss related and future work in Chapter 12.

This part depends heavily on Part I, but is largely independent of Part II; we do need
an intuitive understanding of higher inductive types to prove results involving the smash
product, of course, but our intent is that an intuitive understanding is sufficient.



Chapter 9

Parametric cubical type theory

We now enrich the cubical type theory defined in Part [ with a bridge interval—an interval
for internal parametricity—and its attendant type formers and operators, as developed by
Bernardy, Coquand, and Moulin [BCM15]. At each stage, we will be revisiting a cubical el-
ement from a new angle. Unsurprisingly, the bridge interval parallels the path interval, as
do bridge types path types. In addition, the function extensionality principle is paralleled
by a new extent operator, while V types are paralleled by Gel types.

Of course, none of these parallels are exact. The differences between cubical and
parametric type theory have two sources. The first is mundane: we do not expect to able to
coerce along relations as we can along equivalences, so the bridge interval comes with no
notion of coercion or composition. Happily, this means the parametric extension is rather
less technically involved than the cubical. The second is more interesting: the bridge
interval does not support contraction. This means we are prohibited from performing
substitutions, like the one shown below, which substitute the same bridge variable for
two different variables.

z:1 W (z/x,z/]y) € (x:Ly:I) X

In the traditional parlance of substructural logic, bridge interval hypotheses are affine.
The differences between the cubical constructs and their cubical equivalents nearly all
flow from this single modification to the interval theory.

The original cubical model of identity types, the BCH model of Bezem, Coquand, and
Huber [BCH13], also used an affine interval. Bernardy, Coquand, and Moulin’s internal
parametricity therefore naturally adopted the same structure [BCM15]. Cubical type the-
ory later drifted to a structural approach; affinity is more problematic for higher inductive
types, and is simply unnecessarily complex when a structural interval will do. We will
see here that it is, on the other hand, indispensable for internal parametricity.
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9.1 The bridge interval

The first step is to extend the theory of interval contexts and substitutions from Sec-
tion 3.1.1 with the new bridge interval, which exists in parallel with the cubical path in-
terval. For the most part, we will not repeat the cubical elements here; instead we present
only the new components, which are typically either definitions of new judgments or
extensions of existing inductively defined judgments by new rules.

9.1.1 Interval contexts and substitutions

Definition 9.1.1 (Interval contexts). We extend the interval context judgment ¥ ictx,
specified in Definition 3.1.2, by adding extension by a bridge interval as a context former.

¥ ictx
(T, x:T) ictx

Definition 9.1.2 (Bridge interval elements). ¥ I+ r € I holds whenr = 0,r = 1, or
r = x for some (x:I) € ¥.

We see our first difference between the two intervals in the definition of substitution.
Recall that we define substitutions into a context with a path interval hypothesis as shown
below.

Y'irye? Vkrel
Y- (Y, r/x) € (¥, x:1)

As described above, we intend the bridge interval to be affine, so we cannot define sub-
stitutions into contexts with a bridge hypothesis in the same way; it is easy to construct
a contraction substitution from this rule. Intuitively, a substitution ¥ I ¢y € (¥, x:I)
should still consist of two components: a substitution ¥’ ' € ¥ and a bridge term
¥  r € I In this case, however, we want to also ensure that the same variable is not
used twice between ' and r: in other words, if r is a variable in ¥’, then ¢/’ should not
use that variable.

To express this condition, we define an interval restriction operation that removes an
interval variable from its context. Here we adapt the nominal restriction operation from
Cheney’s nominal type theory [Che12], which likewise extends type theory with a new
kind of affine hypothesis; we only adjust the definition to accommodate the constants 0
and 1. Restriction by these has no effect: while we cannot duplicate variables, we can use
constants freely.
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Definition 9.1.3 (Restriction for interval contexts). We define the restriction of an
interval context ¥ by a bridge interval term ¥ I r € I, written ¥ \ r, as follows.

Y\0:=VY
Y\1:=V¥
(P,y:D)\x:=(¥\x),y:I

‘ 4 ifx=y
(‘If,y.l)\x.—{ (¥\x),y:I otherwise

Definition 9.1.4 (Interval substitutions). We extend the interval substitution judgment
¥ I ¢ € ¥, specified in Definition 3.1.4, by the following rule.

Y irel Y'\rryev
Y (f,r/x) € (P, x:1)

To construct the identity substitution x: Ly : I + (x/x,y/y) € (x:Ly:1), we must
show that x : Ly :1\ y I (x/x) € (x:1I), which is to say that x : I I (x/x) € (x:I). Here
we have no problem. If we try to type the forbidden “z: 1 (z/x,z/y) € (x:Ly:I)”, on
the other hand, we find we need the evidently nonsensical “- I (z/x) € (x:1)”.

Finally, we add equations on bridge interval terms to the language of constraints.
While a path constraint may identify any pair of terms, r = s, we only allow the identi-
fication of a bridge interval term with a constant. This reflects the affine nature of these
terms: the only way two bridge variables can become equal is if they both become the
same constant. More practically, while the general path constraints are apparently nec-
essary to implement coercion in V types in this theory—see the discussion of diagonal
cofibrations in [CMS20]—such a need does not arise in the bridge theory.

Definition 9.1.5 (Closed constraint judgments). We extend the constraint and con-
straint satisfaction judgments, specified in Definition 3.1.21, by the following.

Yirrel ce{0,1} ee€{0,1}
Yi(r=e¢)€eF ¥ I £ = £ satisfied

Much as composition with path constraints is necessary to implement coercion in
path types (Figure 3.2), we will need bridge constraints to do the same for bridge types.

In theory, these additions to the interval theory could invalidate theorems we already
have proven for cubical type theory; for example, some Kan operation might rely on
analyzing the shape of constraints. In practice, however, it is easy to check that this is not
the case.
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9.1.2 Type systems and open judgments

Next, we introduce the type theory proper. There is no change in the underlying def-
initions of operational semantics, ¥-relation, and type system; we simply repeat Defini-
tions 3.1.5, 3.1.6 and 3.1.16 with the adjusted theory of interval contexts and substitutions.
We do, however, need to modify the induced judgments, in particular the term context
judgment and the closing and general substitution judgments.

The well-formed contexts and closing substitutions are simple enough to extend, fol-
lowing exactly the pattern of interval contexts and substitutions.

Definition 9.1.6 (Contexts). We extend the context judgment I' = I"” ctx, specified in
Definition 3.1.23, as follows.

[ =T’ ctx
(T,x:I) = (I, x : I) ctx

Definition 9.1.7 (Closing substitutions). We extend the closing substitution judgment
¥ I y =y’ €T, specified in Definition 3.1.23, as follows.

Y\riry=y €Tl Yirel
Y (y,r/x)=(y,r/x) € (T,x:1)

In a substitution ¥,y : I - (y,y/x) € (I, x :I), we are guaranteed that the terms in y
do not use y. To put it another way, any instantiation of the context (T, x :I) will have the
property that the terms supplied for I" will not intersect with any variable substituted for
x. Note that the same does not apply to terms that come after a bridge interval hypoth-
esis: in an instantiation of (T, x : I, A), the terms supplied for A can reference a variable
substituted for x.

The open bridge interval judgments are defined as in the path case.

Definition 9.1.8 (Open interval judgments). The judgment I' > r € Iis defined to
hold whenr = 0,r = 1, or r = x for some (x:I) € I'. The equality judgmentI’ > r =s €1
is defined to hold when I' > r,s € I and their equality is in the equivalence relation
generated by the equational constraints occurring in T'.

To define general substitutions, we must first extend the definition of interval restric-
tion from interval to arbitrary contexts.

Definition 9.1.9 (Restriction for term contexts). If a bridge term r is equal to some
constant, then restriction has no effect.

I'\r=T ifl'>r=c¢eclforsomecee{0,1}
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Otherwise, restriction is defined as follows.

(Ty:D\x=(T\x),y:I

‘ T ifx=y
(Ly:D\x = { (I'\ x),y:1 otherwise
(IO \x = (T\x),¢
(Ta:A)\x=T\x

Restriction by a bridge variable x removes any term hypotheses that succeed x, but
not those that precede it. For example, we have (a: A,x:Lb:B) \x = (a:A). It would not
make sense to preserve the term hypotheses following x, as their types may only make
sense in the presence of x; even putting dependency aside, they can be instantiated with
terms that use x, so they could be used to indirectly “smuggle in” an x if left alone. The
hypotheses that precede x, on the other hand, can never be instantiated with terms that
use x; this is ensured by the use of restriction in the definition of closing substitutions.

Definition 9.1.10 (Open substitutions). I” > y = y’ € T is inductively generated by
the the following rules.

I'\r>y=y el I"'>r=r'¢el

I'>.=.¢€.- "> (y,r/x) = (y,r'/x) € (T,x:])
I'>rel I"'>y=y el I"'>y=y el [" > &y satisfied
"> (y,r/x) = (y,r/x) € (T,x:]) I'>y=y e(T,§

I"'>y=y el I"'>M=M €Ay
"> (y,M/a)=(y’,M'/a) € (T,a:A)

It is important that restriction have an action on substitutions, particularly closing
substitutions. This is essential for our usual method of proving rules, where we show a
given rule holds relative to an arbitrary interval context and infer that it must hold for
arbitrary term contexts by instantiating pointwise. If a hypothesis involves a restriction,
then we must apply a restricted instantiation at that hypothesis.

Lemma 9.1.11 (Action of restriction). Given a context I, substitution y into I', and in-
terval term r over I', we define the action of restriction by r on y, written (y : T') \ r, as
follows. If r is a constant, then restriction is the identity.

(y:T)\r=y ifT' > r=¢clIforsomeec {0,1}
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Otherwise, restriction is defined as follows.
(Cy:D \x = T\ x),y:1

. T ifx=y
(I‘,y.I)\x-—{ (I'\ x),y:1 otherwise

'\ x if x occurs in &

(L \x = { (T'\ x),& otherwise
(T,a:A)\x =T \x

Given contexts I' = I ctx, substitutions I > y =y’ € I', and terms ' > r = r’ € I, we
have that T” \ry > (y: D)\ r=(y:T")\r e\ r.

Proof. If r is equal to a constant, then this is immediate. Otherwise, we go by induction
on the derivation of I” > y =y’ € T..

e« Case: TV > - = .- € -.Immediate.

« Case: I > (y,s/y) = (y,s'/y) € T,y :I). If r =y, then we have I \s >y =y €T
by assumptions of this rule, which is exactly what we need. If not, then we instead have
the substitutions I’ \s\ry > (y:I') \ r = (y': I') \ ¥’ € T\ r by induction hypothesis,
to which we append I'”” \ ry > s € I using the fact that I’ \ s \ ry =T" \ ry \ s.

« Case:I" > (y,r/x) = (y/,r/x) € (T, x : I). By induction hypothesis and the substitution
formation rule for path dimensions.

« Case: I" > y =y’ € (T, ). By induction hypothesis and the substitution formation rule
for constraints.

« Case: IV > (y,M/a) = (y/,M’/a) € (T,a: A). Immediate by induction hypothesis. O

Remark 9.1.12. On the level of syntax, the effect of a restricted substitution is the same as
that of the original substitution. That is, if M is a term depending only on the variables
inT\ r,then M[(y:T) \ r] = My.

Now we get down to specifics. The new operational semantics rules we use for para-
metric type theory are shown in Figure 9.1. We construct our type systems in the usual
way, taking the least fixed-point of an operator that introduces one layer of each type
former. Below we get a sneak peak at the key type formers of parametric type theory, the
bridge and Gel types, which we introduce in more detail below.

Example 9.1.13 (Small type system). We define an operator IP on candidate type systems
as follows: given 7, IP(7) is the union of the following clauses.
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« IP(7) £ ¥ I Bridge(x.A, My, M;) = Bridge(x.A, M;, M]) | R whenever

- A~ A’ € Yr[S] for some (¥, x :I)-PER S,
- M, =~ M] € S[e/x] for € € {0,1},
- V =V’ € R(y) holds for ¥’ I i/ € ¥ exactly when V = A'x. M and V' = A'x. M’ for
some M, M’ with M ~ M" € Sy and M[e/x]| =~ M.y € YSy[e/x] for ¢ € {0, 1}.
« IP(7) E ¥ I Gel,(A,B,a.b.R) = Gel, (A", B’,a.b.R’") | S whenever

- TE¥YIrel

A~ A" € Ir[S] for some (¥ \ r)-PER S,

B~ B’ € {yr[T] for some (¥ \ r)-PER T,

Ry[M/a,N/b] ~ Ry[M'/a,N'/b] € Yr[Uyn] forall ¥ + ¢y € (¥\r),M =~ M’ €

YSY,and N = N’ € Ty, for some family of PERs Uy, x respecting equality in {}S
and T,

V = V' € S(¢¥) holds for ¥ I € ¥ exactly when one of the following holds:
«» ry=0,andV = V' € Sy,
«»ry=1and V=V €Ty,

« ry = x,and V = gel (M,N,P) and V' = gel (M',N’,P') with M = M’ € {5,
Nx~N € JTy,and P =~ P’ € YUynV.

We define the candidate type system z’ to be the least fixed point of F U H U IP, where
F is as defined in Example 3.1.32 and H is as defined in Example 6.2.22; we may omit H if
we have no interest in interpreting higher inductive types.

As in Examples 3.1.33 and 6.2.23, we may construct a type system for internally para-
metric type theory with a universe by taking the least fixed point of FUH U IPU U (z}),
where U is as defined in Example 3.1.33.

9.2 Bridge types

The first type former we need for parametric type theory is the internalization of bridge
interval abstraction: the bridge type. We think of an element of Bridge(x.A, My, M;) as a
proof that M, and M; are related across the relation x.A.

We display the standard collection of rules for bridge types in Figure 9.2. Like paths,
bridges are formed by abstraction and used by application, and they satisfy familiar re-
duction, boundary, and uniqueness equations. The only distinction is the addition of
the interval restriction \ r in the application rule, which forbids us from instantiating a
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Bridges

PP

Bridge(x.A, M, N) val Mx. M val Pr+—Pr (Mx. M) r — P[r/x]

r—3s

- I — —
coe;‘Bsridge(y.A’MO’Ml)(P) — Ay.com’ J(P;y =0 — x.My,y =1 — x.M)

—S

hcomIrSridge(y.A,Mo,Ml)(P; & — x.Q1)

>

r—3$

My. hcom’, *(Py; & — x.Qiy,y =0 — _My,y=1— _M,)

Gel types
Gel,(Ag, A1, a.b.R) val Gel.(Ay,A1,a.b.R) —> A,
gel (Mo, My, P) val gel (Mo, My, P) —> M,
Qr— x¢P
ungel(x.Q) — ungel(x.Q") ungel(x.gel, (Mo, My, P)) +— P

M = hcom’, ¥(Qle/x]; &ile/x] — y.Qile/x])

r—s

P = comy.R[Mg/aO’Mly/aI](ungel(x.Q); (& = y.ungel(x.Q;))xgs,)

rGZISX(AO,Al,aO.al.R) (Q’ gl = le) L— gelx (Ms’ Mig’ P)

hcom
Yy ._ r=y — r—s
M = coey.Ag(Q[s/x]) P = coey_R[MOy/ao,Mly/al](ungel(x.Q))

Coe;._éselx(Ao,Al,ao.al.R) (Q) — gelx (Ms’ M‘ls’ P)

The extent operator

extent,(M; ag.No, a1.Ni, ag.a;.a.N) —> N,[M/a]

extenty (M; ag.No, a1.Ny, ag.a1.a.N) —> N[M[0/x]/aq, M[1/x] /a1, \lx. M/a] x

Figure 9.1: Additional operational semantics for parametric type theory
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Y,x:1A=A"type Y- My =M € A[0/x] ¥ M; = M; € A[1/x]
¥ I Bridge(x.A, My, M;) = Bridge(x.A’, My, Mj) type

Y, x:11 Atype Yx:I-M=M cA
¥ 1 AMa. M = 2'a. M’ € Bridge(x.A, M[0/x], M[1/x])

¥, x:1IF Atype (Ve) ¥ I M, € Ale/x]
Yirrel Y\ r i P=P e Bridge(x.A, My, M)

YiPr=PreAlr/x]

Y \r,x:1I Atype Yirrel Y\r,x:IrMeA
¥ - (Ax. M)r = M[r/x] € A[r/x]

¥, x: 11 Atype (Ve) ¥ - M, € Ale/x]
¥ I P € Bridge(x.A, My, M) e€{0,1}

VY I-rPe=M, € Ale/x]

¥, x: 1 Atype (Ve) ¥ I+ M, € Ale/x] ¥ I P € Bridge(x.A, My, M)
¥ | P = Mx. P x € Bridge(x.A, My, M;)

Figure 9.2: Rules for bridge types

bridge P with a term r that already occurs in P. This matches the situation for judgmental
bridges: given ¥, x : I - M € A, we can only instantiate x with some ¥ I r € Iif M and A
are actually well-typed in the sub-context (¥ \ r,x :I) C (¥, x : I), in which case we can
apply the substitution ¥ I (idy\,,r/x) € (¥ \ r,x:1) to get ¥ = M[r/x] € A[r/x].

As the proofs of these rules do not deviate noticeably from those for path types (Sec-
tion 3.1.6.1), we leave them as an exercise to the reader; the Kan operations, too, are the
same as for paths, though now relying on the presence of r = ¢ constraints. (Full proofs
may be found in [CH19b, §5].) However, it is worth observing explicitly that, even with
the complication of restriction in hypotheses, we can still derive open rules from their
closed form, as in the example below. As mentioned above, the key fact is that interval
restriction has an action on closing substitutions.

Rule 9.2.1 (Open bridge reduction). Let I ctx.

[,x:1> Atype I'>rel F'\rx:I>MecA
I > (Mx. M)r = M[r/x] € A[r/x]
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Proof. By definition of the open typing judgment, we must show forevery ¥ -y =y’ € T’
that ¥ I ((Alx. M)r)y = M[r/x]y’ € A[r/x]y. By instantiating T,x : I > A type
with (y,x/x), we have ¥,x : I I Ay type; by instantiating I' > r € I with y, we have
¥  ry € I, by instantiating '\ r,x: I > M € Awith ¥ \ ry + (y:T) \ r, we have
¥\ ry,x:1+ My € Ay. We thus obtain ¥ I ((Alx. M) r)y = M[r/x]y’ € A[r/x]y by
applying the closed rule. O

To give a concrete consequence of affinity, we cannot take the diagonal of a two-
dimensional bridge. That is, given a term Q € Bridge(y.Bridge(A, My, M;), Py, P;), we can-
not write the term “AMx. Q x x € Bridge(A, Py 0, P; 1)”, the diagonal of the square shown

y
<[

below.
[ ]
PO .X'l
[

Indeed, the term Q x already mentions x, so cannot be applied to x a second time.

Note, however, that nothing prevents a bridge variable from occurring multiple times
in a term in general. We see an example in the proof of the following lemma, which is a
carbon copy of Lemma 3.2.4.

Plx

eL&— o

Lemma 9.2.2 (Bridges in products). Let x : I > A type and x:L,a: A > B type be
given together with Ty € ((a: A) X B)[0/x] and T; € ((a:A) X B)[1/x]. Then we have
an isomorphism of the following type.

Bridge(x.(a: A) X B, Ty, T7)

~

(p : Bridge(x.A, fst(Tp), fst(T1))) X Bridge(x.B[p x/a], snd(Ty), snd(Ty))

Proof. In the forward direction, given ¢ : Bridge(x.(a : A) X B, Ty, T;), we have the pair of
bridges (A'x. fst(t x), Alx. snd(t x)). In the reverse, given a pair of bridges across the two
types, p:Bridge(x.A, fst(Ty), fst(T;)) and q:Bridge(x.B[p x/a], snd(Ty), snd(T;)), we have
a bridge in the product type Ax. (p x, g x). These constructions are inverse up to exact
equality. O

In the term A'x. (p x, g x) above, we have used x in two places, but this is not a prob-
lem: the only requirement is that x be fresh for p and q individually. This is the case here
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because p and q were introduced prior to x: they precede x in the context, so are not
deleted by \ x.

As was the case for cubical equality, Lemma 9.2.2 is one of a laundry list of results we
will be able to prove relating bridges in compound types to bridges in their component
types. In particular, we can characterize bridges in path types: a path between bridges is
the same as a bridge between paths.

Lemma 9.2.3 (Bridges in path types). Lety: L x:I > Atype, x:I1 > M, € A[0/y], and
x:1> M, € A[0/y] be given together with Py € Path(y.A[0/x], My[0/x], M1[0/x]) and
P; € Path(y.A[1/x], My[1/x], M;[1/x]). Then we have an isomorphism of the following
type.

Bridge(x.Path(y.A, My, M), Py, P1)

~

Path(y.Bridge(x.A, Pyy, P1 y), M. My, Nx. My)

Proof. Like the function extensionality isomorphism for paths, this isomorphism simply
swaps the order of binders. Given p of the former type, we have A'y. Alx. p xy in the
latter; given g in the former, we have Alx. A'y. gy x in the latter. (We use here the fact
that restriction ignores path interval variables.) These are evidently inverses up to exact
equality. O

The above, read in reverse, doubles as a characterization of paths in bridge types. The
type of bridges across many compound types can be characterized in the same way and
with the same proof as the type of paths, as in the case of products. There are, however,
key differences. As our next step, we consider function types, a case where the stories
diverge.

9.3 Function types and the extent operator

In Section 3.2, we proved two results characterizing the behavior of paths at function type.
First, we had function extensionality (Lemma 3.2.5), a practically trivial result characteriz-
ing the type Path(x.(a: A) — B, Fy, F1) when A does not depend on x. Second, we gave a
more general characterization for the case where A does depend on x, the proof of which
relied on the existence of coercion for paths (Lemma 3.2.6).

For bridges, we again want the more general characterization, in accordance with the
standard definition of relation at function type used in classical parametricity and logical
relations more generally: two functions are related when they take related arguments to
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related results.

Bridge(x.(a: A) — B, Fy, F)

?

~

(ao: A[0/x]) (a;: A[1/x]) (p : Bridge(x.A, ag, a1)) — Bridge(x.B[p x/al, Fy ao, F; a1)

We cannot, however, simply repeat our proof of paths: we have no coercion across bridges.
Instead, we will rely here for the first time on the affinity of bridge variables.

We can easily implement the forward direction as in the proof of Lemma 3.2.6: given
q : Bridge(x.(a: A) — B, Fy, F;), we define the function Aay. Aa;. Ap. \lx. (g x) (p x) from
bridges in the domain to bridges in the codomain. The difficulty, then, is in the converse.
Suppose we are given a function h of the right hand type above. We need to transform
this into a path of functions: given x : I and then a : A, we must produce an element of
B that is Fy a when x = 0 and F; a when x = 1. In the proof of Lemma 3.2.6, we used
coercion to create a path from a and applied h, but we cannot do this now.

Consider the situation where a : A has been instantiated with some closed term M.
Because M is introduced after x, it might use x; indeed, we can think of it as a function of
x. If we could abstract the variable x in M, writing Mx. M, we would have a bridge over
A, and could take h (M[0/x]) (M[1/x]) (Alx. M) x as our result. Of course, we cannot
literally do so with a: the term Mx. a is a constant bridge, as a does not mention x. As
our operational semantics is defined on closed terms, however, we can instead define an
auxiliary operator that performs interval abstraction on such terms.

For this purpose, we introduce the extent operator to the operational semantics, as
shown in Figure 9.1 and replicated below. We call this operator “extent” because it reveals
the extent of a term (M below) in a given direction, a bridge interval term r. If r is a
constant, then M is simply a point; if r is a variable x, then M is one point on a bridge,
namely the point at x of the bridge Alx. M.

extent,(M; ag.Ny, a;.Nq, ao.al.ﬁ.ﬁ) +—> N.[M/a]

extenty (M; ag.Np, a1.Ny, ag.a1.a.N) —> N[M[0/x]/aq, M[1/x] /a1, \'x. M/a] x

Like an eliminator for an inductive type, extent takes a case branch term for each possible
value of r, the terms Ny, Ny, and N above. If r is an endpoint constant, we pass M—which
is just a point—to the corresponding case, per the first reduction rule above. If r is a
variable x, then we pass the bridge Alx. M (and its two endpoints) to the variable case.

The extent operator satisfies the following principles. We have a typing rule as well
as reductions for the constant and variable cases.
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Rules 9.3.1 (Extent). We present the first rule in unary form for lack of space, but extent
does preserve exact equality in each argument.

(1)
Yirel ¥Y\r,x:11r Atype ¥Y\r,x:La:A> Btype
Y iI-rMe Alr/x] (Ve) ¥\ r,a.:Ale/x] > N, € Ble/x, a./al
¥\ r ao:A[0/x],a;: A[1/x],@: Bridge(x.A, ag, a;) > N € Bridge(x.B[a x/a], Ny, Ny)

¥ I extent, (M; ag.Ny, a;.Ny, ao.al.a.ﬁ) € B[r/x, M/al

(2)
e€{0,1} ¥, x: 11 Atype ¥, x:La:A> Btype
VY i-Me Ale/x] (Ve) ¥\ r,a,:Ale/x] > N, € Ble/x, a./a]

¥ I+ extent.(M; ag.No, a;.Ny, ao.al.a.ﬁ) = N;[M/a.] € Ble/x,M/a]

3)
Yirrel Y\r,x:11 Atype ¥Y\r,x:La:A> Btype
Y\r,x:IFrMecA (Ve) ¥\ r,a,:Ale/x] > N, € Ble/x,a./a]
¥\ r,a:A[0/x],a;: A[1/x],a: Bridge(x.A, ag, a;) > N € Bridge(x.B[a x/a], Ny, Ny)
O = N[M[0/x]/ao, M[1/x] /a1, \x. M/a] r

¥ I extent, (M[r/x]; ay.No, a1.Ny, ag.a1.a.N) = O € B[M/a][r/x]

We will prove these momentarily; first, though, we see that we can use extent to define
the bridge of functions induced by h as follows. Indeed, extent is precisely what we need.

Mx. Aa. extent,(a; ao.(Fy ao), a1.(Fy a1), ag.ar.p.(hag a; p))
Proof (of Rules 9.3.1). As usual, we prove the reduction rules first.
(2) Immediate by coherent head expansion.

(3) By coherent head expansion. It is easy to check that O is well-typed in B[M/a][r/x].
Let ¥ I ¥ € ¥ be given; we are in one of two cases.

« yy = £ € {0,1}. Then extent,(M[y/x];a¢.No, a;.Ny, ao.al.ﬁ.ﬁ)lﬁ reduces to the
term N.[M[y/x]/a.]. By the boundary rule for bridges, the latter is equal to Oy
in B[M/a][y/x]y.

« r = yfor some variable y. Then extent, (M[r/x]; ao.No, a;.Ni, ag.a;.a.N)y reduces
to the following term.

Ny[M[r/x1y[0/y]/ao, MIr/x1y[1/y]/ai, A'y. M[r/x]¢[al y
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Note that r must itself be a variable in this case. We have M[r/x|y = My[y/x], so
the above term is equal to the following.

Ny[My[0/x]/ao, My [1/x]/ar, A'y. My [y/x]/al y

Finally, we know that r does not occur in M by typing assumption. As ¢ is affine,
it can send no variables but r to y, so y does not occur in My. It follows that
My. My/[y/x] = 'x. M. The term above is therefore syntactically equal to O.

(1) Bycaseson ¥ I r € L. If r is a constant, then this follows from the constant reduction
rule. If r is a variable, then it follows from the variable reduction rule. m]

In the proof above we see the crucial role of affinity in the well-behavedness of extent:
it delivers the equation Aly. My/[y/x] = A'x. My. Intuitively, interval abstraction is stable
under affine substitution, but not all structural substitutions. Say, for example, that we
have some two-dimensional path term P applied to path interval variables x and y. By
interleaving abstraction by x with the diagonal substitution z:I I (z/x,z/y) € (x: Ly : 1)
in different orders, we get different results.

(x, Pxy) N Nx.Pxy
—[z/x,z/y]
—lz/x,2/y] Mx.Pxz
H
(z’l\;zz) : pr > Mz.Pzz

This instability is familiar to any programmer who has had to implement capture-avoiding
substitution. With affine variables, on the other hand, this situation cannot occur.

Theorem 9.3.2 (Bridges in function types). Let x:I1 > Atypeandx:1,a:A > Btype
be given together with Fy € ((a: A) — B)[0/x] and F; € ((a: A) — B)[1/x]. Then we
have an isomorphism of the following type.

Bridge(x.(a: A) — B, Fy, F)

~

(ao: A[0/x]) (a7 : A[1/x]) (p: Bridge(x.A, ay, a1)) — Bridge(x.B[p x/al, Fy ay, F1 a1)

That is, a bridge in a function type is a function from bridges in the domain to bridges in
the codomain.
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Proof. We have the functions in either direction defined above. One of inverse condition
is the reduction rule for extent; the other may proven by applying extent. m]

It is worth noting that, while affine variables allow us to prove this characterization
without using coercion, they also prevent us from proving a function extensionality princi-
ple for bridges a la Lemma 3.2.5. That is, even when A does not depend on x, the following
does not hold in general.

Bridge(x.(a: A) — B, Fy, F;) ~ (a: A) — Bridge(x.B,Fya,F1a) X

To see why the proof of Lemma 3.2.5 does not apply, suppose we are given a function
h:(a:A) — Bridge(x.B, Fy a, F; a). We would like to write the following.

Mx. da.hax e Bridge(x.(a: A) — B,Fy,F;) X

But this term is not in fact well-typed. We cannot apply ha to x, because a is not apart
from x: it was introduced after x, so can be instantiated with terms that contain x. Put
another way, we have (x:La:A) \ x = -, so hais not well-typedin (x:La:A) \ x.

To note one more point in the space of possibility, the BCH cubical sets model of
homotopy type theory is based on affine cubical sets, like parametric type theory, but
includes a coercion operation, like our structural cubical type theory. In this setting, we
can obtain the equivalent of Theorem 9.3.2 by the extent argument. There, however, co-
ercion can then be used to show derive function extensionality as well. (Indeed, function
extensionality is a formal consequence of univalence [Uni13, §4.9], so it must hold in the
BCH model.)

9.4 Gel types and relativity

As in cubical type theory, the coup de grace of parametric type theory is a characteriza-
tion of bridges in the universe. For cubical type theory, this is the univalence axiom (The-
orem 3.2.9), which identifies paths in the universe with isomorphisms. More precisely,
univalence states that the canonical function from paths to isomorphisms, implemented
by coercion as shown below, is invertible.

coey px(-)

p:Path(U,A,B) A ~ B|€eA=~B

coey px(-)

Recall that the inverse of this map is provided by a new type former, the V type (Sec-
tion 3.1.6.2), that composes paths with isomorphisms.
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The characterization of bridges in the universe follows the same blueprint. This time,
however, the aim is to identify bridges with relations. In one direction, the bridge type
former provides our map from bridges to relations.

p :Bridge(U,A,B) +—  A{a,b).Bridge(x.px,a,b) e AXB — U

That is, the relation induced by p : Path(U, A, B) relates a with b when there is a bridge
from a to b over p. We dub the equivalent of univalence relativity.

Definition 9.4.1 (Relativity). We say a universe U closed under bridge types is relativis-
tic if the canonical map Bridge(U, A, B) — (A X B — U) defined above is an isomorphism.

To make our universes relativistic, we again introduce a new type former, the Gel
type, which converts relations to bridges between types. The operational semantics for
Gel types is shown in Figure 9.1. We call them “Gel” types because they share a basic
structure with the G operation of the BCH cubical set model [BCH19, §3] but apply to
relations rather than isomorphisms.

In comparison to the V type, the Gel type is refreshingly simple: given a relation
W\ r,ap:Apa;: Ay > R type, it directly produces a bridge between A, and A;, which
is to say a type dependent on a fresh bridge variable r. The proofs of the formation,
introduction, and elimination rules for Gel are similar in complexity to those we gave for
V types in Section 3.1.6.2: there are non-trivial coherence obligations to check, but they
are of a fairly simple character.

Rules 9.4.2 (Gel pretype formation).

Yirrel (Ve) ¥\ r Ik A, = Al type W\ r,a9: A a;:A; > R=R type
¥ I Gel, (Ao, A1, ap.a1.R) = Gel,-(Ay, A}, ag.a1.R’) pretype

ee€{0,1} ¥ - A, type
¥ I+ Gelg(Ag, A1, ag.a1.R) = A, pretype

Proof. Straightforward by coherent value introduction and expansion respectively. O

Note that the term-level arguments of Gel (the types Aj, A; and the relation R) are
all precluded from using the interval term r. The introduction form for Gel types takes
a similar form: an element of Gel, (Ao, A1, a9.a1.R) consists of a pair of terms and a proof
they are related, and draws a bridge across the Gel type between those terms. This is one
direction of an isomorphism Bridge(x.Gel, (Ao, A1, a9.a1.R), My, My) =~ R[My/ao, My/a1]
we intend to set up.
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Rules 9.4.3 (Gel introduction).

(Ve) ¥\ r - M, =M, € A, Y\r i P=P €R[My/ag, Mi/a]
¥ I gel, (Mo, My, P) = gel, (Mg, Mj, P') € Gel, (Ao, A1, a9.a1.R)

e €{0,1} Y- M, €A,
¥ - gel, (Mo, My, P) = M, € A,

Proof. Straightforward by coherent value introduction and expansion respectively. O

Finally, the projection operator ungel provides the other direction of the isomorphism:
given a bridge over the Gel type, it produces a witness to the relation.

Rules 9.4.4 (Gel elimination).

¥, x:11-Q=0Q € Gely(Ay, A, R)
¥ I ungel(x.Q) = ungel(x.Q") € R[Q[0/x]/ao, Q[1/x]/a1]

¥YIPe R[M()/ao,Ml/al]
¥ I ungel(x.gel, (Mo, My, P)) = P € R[My/ao, Mi/a1]

Yirel ¥\ ri A type ¥\ rir A type
¥\ r,a:Agar:Ar Ik Rtype Y\r,x: 1 Q € Gely(Ag, A, ap.a;.R)

¥ i- Q[r/x] = gel .(Q[0/x],Q[1/x], ungel(x.Q)) € Gel,(Ay, A1, a9.a1.R)

Proof. For the first, we cannot directly apply Lemma 3.1.38, because the argument Q to
ungel appears under a binder (of x). We instead give a hand-rolled argument by coherent
head expansion. (We could have instead proven a more general form of Lemma 3.1.38,
but this is the only place we would use it.) By Lemma 3.1.36, we have for every ¥’ I
Y € ¥ that Qy || gel, (My, Ny, Py) for some terms My, Ny, and Py, with ¥/, x : 1 - Q¢ =
gel, (My, Ny, Py) € Gely (Ao, A1, R)Y. By stability of typing under substitution, it follows
that P4, = Py € R[Miq,/ao, Nig, /ai] for all /. By the same and the boundary rules for
gel, we also have ¥ > Q[0/x] = Miq, € Ao and likewise for Q[1/x] and Nj4,. Combining
these, we have ungel(x.Q)y " P, and ¥’ + P, = Py € R[Q[0/x]/ao, Q[1/x]/ai]
for all ¢, whence ¥ I ungel(x.Q) = P4, € R[Q[0/x]/ao, O[1/x]/a1] by coherent head
expansion.

We apply the same reasoning to the right hand side, finding that ¥ I ungel(x.Q’)
Pi’dw € R[Q[0/x] /a0, Q[1/x]/a1] for some Pi’d“P that satisfies the equation ¥, x: 1 - Q' =
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gelx(Mi,d\p’]\]i/dty’Pi,d\y) € Gely(Ap, A1, R). We combine this with the above to get that

gel (Midy, Nidy, Pidy) is equal to gelx(Mi’dW, ]Vi/dq;’Pi,d\y) at the Gel type, which implies that
P4, is equal to P! ,; the result follows by transitivity.

The second rule is immediate by coherent expansion. For the third rule, we apply
Lemma 3.1.36 to see that Q is equal to some gel value. The equation then follows by

previously proven rules for gel. O

It is worth interrogating the difference in form between the V types of Section 3.1.6.2
and the new Gel types. In contrast to Gel, which simply converts a relation into a bridge
of types, V extends an existing path of types by an isomorphism, as shown below.

A ~
~«_ Vi(A B

~

IR ~o

S
B[0/x] ——5— Bl1/x]
X —

The formulation of Gel is unavailable for V because path dimensions are structural: we
cannot forbid the path interval variable from occurring in the other arguments, except in
a sense by hypothesizing x = 0 or x = 1. We cannot put all of the inputs under one of
these assumptions, as then we would have no type at the other endpoint! So we allow
the argument B to depend on the variable. This is not a problem for univalence, because
we always have the option of supplying a degenerate B—we are merely unable to enforce
degeneracy. Note however that, conversely, a V-like type former would be insufficient for
relativity. In the world of paths, we know that a degenerate path of types corresponds to
the identity isomorphism, so composing with a degenerate path is a way of converting an
isomorphism into a path. But a degenerate bridge of types does not necessarily correspond
to the identity relation. Indeed, according to the formulation of relativity, a degenerate
bridge of types B corresponds instead to the bridge relation Bridge(B, —, —), which can
be distinct from the identity relation Path(B, —, —). The canonical example, of course, is
B :=U.

Remark 9.4.5. Our Gel types are weaker than the equivalent introduced in [BCM15], our
sole departure from their blueprint. They require that the equation

Bridge(x.Gel, (Ao, A1, ag.a1.R), My, My) = R[My/ao, M1/a1] type

hold up to exact equality, while for us this only holds up to an isomorphism. Note that
we need this equation up to a path in order to show that Bridge and Gel are inverse,
thus for relativity. In a cubical type theory, we can rely on univalence to turn the iso-
morphism into the necessary path. Without univalence, one must instead posit an exact
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equation. Such an equation is rather onerous to satisfy in semantics. In particular, it re-
quires Bernardy et al. to divert from a standard presheaf model to a model in what they call
refined presheaves. By contrast, our own presheaf model (Section 11.1) does not require
any such refinement.

Finally, we must check that Gel supports coercion and composition. In typical fashion,
we prove reduction rules for the two operations first, then conclude they are well-typed
and preserve equality. The reader familiar with the intricacies of cubical type theory will
notice that the reduction for coercion is much simpler than its equivalent for V types
(see, e.g., [Ang19, §4.4.9]). This is a reflection of the fact that the principal direction of a
coercion—the interval variable abstracted in the type line—is always a path variable. For
V types, one must consider both the cases coe, v (4 and coeyv,ap1 Where r # x, the
former of which is the more involved. With Gel, on the other hand, the directions of the
coercion is always orthogonal to the direction of the type itself.

Lemma 9.4.6 (Coercion reduction in Gel types).

Yirstel Yirel (Ve) Y\ r,y:1 Ik A, type
Y\r,y:Lag:Apas:A; > Rtype Y\ r,x:1IrQ € Gel, (Ao, A1, a9.a1.R) [s/y]

Yoo nnSTY st
(Ve) M7 = coey.Ag(Q[g/x]) P = coey.R[Mé,/ao,Mly/al](ungel(x.Q))

¥ coe;._ge]r(Ao’Ahao.al.R)(Q[r/x]) = gel (M}, Mj, P) € Gel, (Ao, A1, a9.a1.R) [t/y]

Proof. By coherent expansion. Let ¥’ I~ {/ € ¥ be given. We are in one of two cases.

« ry = € € {0,1}. Then we have coe;._gelr(AO’AhaO.al.R)(Q[r/x])tp — coe;:’qtg(Q[r/x])l//,
and we know ¥’ I coe;._XE(Q[r/x])l// = gel .(M;, M!, P)y € A.[t/y]y by the boundary

rule for gel and definition of M.

« riy = z for some variable z. Then the left hand side steps to the right hand side, which
is well-typed by coercion for Ay, A, and R. As with extent, this relies on the affinity of
bridge substitutions, in this case the fact that ungel(z.Qy/[z/x]) = ungel(x.Q). O

Corollary 9.4.7 (Trivial coercion in Gel types).

Yisel Yirrel (Ve) Y\ r,y: 1 A, type
Y\r,y:Lag:Apar: A > Rtype ¥ - Q € Gely(Ag, A1, ag.a1.R)[s/y]

¥ - coe;_’Gselr(Ao’Ahao.al.R)(Q) = Q € Gel, (Ao, A1, ap.a1.R) [s/y]

Proof. We are in one of two cases.
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If r is a constant ¢ € {0,1}, then we have by coherent head expansion that ¥ I
coe;fgelr(Ao,Al,ao_al_R)(Q) = coeijfg(Q) € Gel, (Ao, A1, a9.a1.R)[s/y], in which case the re-
sult follows from the conditions on coercion in A,.

If r is a variable x, then we apply Lemma 9.4.6 to find that the coercion is equal to
gel . (Mg, M, P) as defined in that rule. The reduction of trivial coercions in Ay, A;, and R
shows that this term is equal to gel .(Q[0/x], Q[1/x], ungel(x.Q)), thus to Q by unique-
ness for Gel types. m]

Lemma 9.4.8 (Composition reduction in Gel types).

¥is,tel Yirrel (Ve) ¥\ r Ir A, type ¥\ r,ap:Ap ar:A; > Rtype
G = Gely(Ap, A1, a9.a1.R) Y\r,x:I+rQeG Vi) Y\r,x:1r & €eF
(Vl,]) ‘I’\r,x:I,x:I[,fi,gj I+ Qi :Qj eG (Vl) “P\T’,X!I,fi ||-Q:Qi[S/X] eG

M = heom’, ¥ (Qle/x]; &ile/x] — y.Qile/x])

s—t

P = comy.R[Moy/aO’Mly/al](ungel(x.Q); (& = y.ungel(x.Q;))xgs,)

¥ - hcomyH(Q[r/x]; &[r/x] — y.Qi[r/x]) = gel (Mg, M, P) € G[r/x]
Proof. By coherent expansion. Let ¥’ I+ {/ € ¥ be given. We are in one of two cases.

« ry = € € {0,1}. Then the composition at Gy steps to the same composition A1/, which
is M. We know ¥’ + M.y = gel . (M;, M}, P) € A.[t/y]y by the boundary rule for gel.

« ry = z for some variable z. Then the left hand side steps to the right hand side,
which is well-typed by composition for Ay, A;, and R. We use affinity to ensure that

ungel(z.Q¢¥[z/x]) = ungel(x.Q)¢ and ungel(z.Q;¢[z/x]) = ungel(x.Q;)¥. O

Corollary 9.4.9 (Boundary of composition in Gel types). Let ¥ + r € I, ¥ \ r
A type for each ¢ € {0,1}, and ¥ \ r,ap: Ag,a; : A1 > R type be given, and set G =
Gel, (Ao, A1, ag.a;1.R). Then the following rules are validated.

YiFs=tel
(Vl) ¥+ §i eF (Vl,]) \P,XZ]Lgi,fj I+ Qi:Qj eG (Vl) \P,gi "—Q:Qi[S/X] eG

¥ I hcom; " (Q; 6 = y.0) =Q €G

Vs tel (Vi)Y I-¢& eF (Vi,j)) ¥, x:L&EE Q=0 €G
(Vi) ¥, & - Q=0Q;[s/x] € G ¥ I & satisfied

¥ - hcom™(Q; & = y.Qi) = Qj[t/x] € G
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Proof. We are in one of two cases. If r is a constant € € {0, 1}, then these equations follow
from the corresponding conditions in A, by coherent head expansion. If r is a variable
x, then we apply Lemma 9.4.8 to see that the composition is equal to gel, (M, M}, P) as
defined in that lemma. We then prove the two rules as follows.

For the first rule, if s = t, then the rule for trivial compositions in Ay, A1, and R provide
that ¥ - M} = Q[e/x] € A, for ¢ € {0,1} and ¥ P = ungel(x.Q) € R[M{/ao, M!/a1], so
that the combined term is equal to Q by uniqueness for Gel types.

For the second rule, suppose ¥ I £; satisfied for some j. By the rule for the boundary
of composition in Ay and A;, we have that ¥ + M} = Q;[e/x] € A, for ¢ € {0,1}.
Moreover, we know that &; does not refer to x. If it did, it would have to be of the form
x = 0 or x = 1, which would contradict our assumption that ¥ I &; satisfied. Thus we
have an entry in the composition defining P corresponding to £;, and the composition
boundary rule for R then implies that ¥ I P € ungel(x.Q;)R[M;/ao, M}/a;]. Again, we
conclude by uniqueness that the combined term is equal to Q;. O

Theorem 9.4.10 (Type formation).

Yirel (Ve) ¥\ r ik A, = Al type W\ r,a9:Apa;: A; > R =R type
¥ I Gel, (Ao, A1, a.a1.R) = Gel, (Ag, A, ap.a1.R’) type

e€{0,1} ¥ I A, type
¥ I Gel.(Ag, A1, ap.a1.R) = A, type

Proof. For the first, we must show the coercion and composition are well-typed and equal
in the two Gel types and that the satisfy the necessary coherence conditions. The former
follows from Lemmas 9.4.6 and 9.4.8—we reduce the operations and see that the reducts
are well-typed and equal—and the coherence conditions hold by Corollaries 9.4.7 and 9.4.9.

The second equation requires, beyond the equality of pretypes, that coe and hcom are
defined in equal ways at Gel.(Ao, A1, a9.a;.R) and A,. This is immediate, as coercion and
composition in the former reduce to their equivalents in the latter. O






Chapter 10

Programming with parametricity

We now put our tools to the test and explore the consequences of internal parametricity.
We start with a simple example to warm up in Section 10.1: a proof that the Church
encoding of the booleans is isomorphic to the “primitive” boolean inductive type, which
is a classical consequence of external parametricity [Wad07].

Next, in Section 10.2, we tackle a more theoretical result: the relativity principle, the
equivalent of univalence for bridges, which states that bridges in U are isomorphic to
relations. This result is novel: the principle is also true in Bernardy et al’s calculus, but
is ensured by imposing stricter equations on the equivalents of Gel types, while we do
without them by leaning on function extensionality and univalence.

In Section 10.3, we identify the class of bridge-discrete types, those whose bridge types
are isomorphic to their path types. We find that assumptions of bridge-discreteness play
the role of classical parametricity’s identity extension lemma, which Nuyts et al. [NVD17]
note is conspicuously absent from parametric type theory in the style of Bernardy, Co-
quand, and Moulin. We also show that the type of booleans is bridge-discrete, suggesting
more generally how the bridge types of (higher) inductive types can be characterized. In
Section 10.4, we note that this implies the refutation of a form of the excluded middle as
a corollary.

Finally, we fulfill in Section 10.5 our promise of using internal parametricity to prove
coherence results for the smash product.

10.1 Characterizing Church booleans

Church encodings are a method of obtaining inductive-like types through impredicative
quantification, essentially defining an inductive type as the type of elements to which its
recursion principle can be applied. As an example, consider the type of booleans, which
we have as a primitive type as a particularly trivial consequence of Part II.

189
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inductive Bool where
| tt € Bool
| ff € Bool

A Church boolean is a function that takes a type and two elements of that type and
returns a third element of that type. There are two canonical such booleans: the function
that always returns the first element, and the function that always returns the second.

Definition 10.1.1. We define the type of Church booleans, B type, as follows.
B=(A:U) oA—>A—>A
We define terms ¢, € B by ¢t := AA. At. Af. t and  := AA. At. Af. f.

The Church booleans enjoy a recursion principle: given ¢ : B, ay : A, and a; : A, we
have cAaga; € A, and moreover we have reduction equations t Aaga; = ap € A and
fAaga; = a; € A. However, they do not necessarily satisfy the induction (that is, depen-
dent elimination) principle for the booleans—unless we assume parametricity [Wad90;
Has94].

In the presence of parametricity and impredicative quantification, one can show that
the only elements of B are ¢ and f, thus obtaining a type of booleans without relying on
a primitive inductive type mechanism. Because our universes are predicative, this is not
quite possible, but we can show that B is isomorphic to the primitive Bool when the latter
type already exists.

Theorem 10.1.2. B ~ Bool.

Proof. We can easily define functions in either direction. Starting with a Church boolean
c: B, we apply it to Bool, tt, and ff to obtain a primitive boolean; starting from a primitive
boolean b : Bool, we behave either as t or as f by case analysis on b.

H = Ac.cBool ttff € B — Bool
K = Ab. AA. At. Af . elimpool (_.A; b t, f) € Bool — B

One inverse condition is easy to check. Given b:Bool, we construct a path H (K b) ~» b
by case analysis (i.e., by elimpyol). In the case that b is tt, we have H (K'tt) = Ht € Bool
and then Ht = (AA. At. Af.t) Bool tt ff = tt € Bool. By the same token, we have H (K ff) =
ff € Bool.

It is the second condition that requires the use of parametricity. Let ¢ : B be given. By
function extensionality (Lemma 3.2.5), it suffices to show that, forall A: U, t: A, and f: A,
we have a path (K (Hc)) At f ~ cAt f. Expanding the definition of H and simplifying,
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the left hand side is equal to elimpgoi(—.A; ¢ Bool tt ff; ¢, f). Our goal, then, is to relate the
behavior of ¢ at Bool to its behavior at an arbitrary A.
To do so, we first single out a relation between Bool and A.

R = A(b, a). Path(A, elimpooi(_.A; b; t, ), a) € Bool x A — U

Notice that our goal is to show R (c Bool ttff,c At f). To do so, we invoke parametricity:
c takes related arguments to related results. In parametric type theory, that slogan cashes
out in our ability to form Gel types. In particular, given a fresh bridge interval variable
x, we have the type G, = Gel,(Bool, A, R) corresponding to R with two canonical inhab-
itants.

te = gel (ttt,A'_.t) € Gy
fr = gel (ff, £, A1 f) € Gy

The first element expresses that tt is related to t in R, as witnessed by the term A*_.t €
R (tt, t); the second does the same for ff and f.

By applying c at this Gel type and its elements, we obtain a bridge relating c Bool tt ff
and c At f over x.Gy; in effect, we have applied c at the relation R.

Mx.c Gy ty fi € Bridge(x.Gy, c Bool tt ff, c At f)

Note the endpoints of this bridge: by definition, we have Gy = Bool € U, ty = tt € Bool,
and fy = ff € Bool, likewise Gy = A e U,y =t € A,and f; = f € A. At 0, every relational
term reduces to its 0 endpoint; at 1, to its 1 endpoint. Finally, the ungel eliminator takes
a bridge over a Gel type to a witness of the underlying relation.

ungel(x.c Gy tx fx) € R(c Bool ttff,c At f)

This is exactly the type we needed to inhabit, and so we are satisfied.

It is perhaps instructive to consider how the inverse, constructed with parametricity
primitives, evaluates when instantiated with a concrete c : B. Say, for example, we take t.
Then the term ungel(x.t Gy tx fy) steps first to ungel(x.t,), then extracts the witness in-
side t, to produce the reflexive proof A'_. t € R(t Bool tt ff, t At f). Likewise, instantiating
¢ with f produces the reflexive path A'_. f packaged in f;. O

Note that there are actually closed elements of B that are exactly equal neither to t or
to f. For example, we have the term AA. At. Af. coeo._;x1 (t) € B; a coercion in a degenerate
type line is only guaranteed to be equal to its input up to a path in general, not exactly,
so this term is not exactly equal to t. Nevertheless, the result above shows it is equal
to ¢t up to a path. Notice also that we obtain parametricity results despite the fact that
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the cubical language does contain terms that evaluate by case analysis on types, namely
the Kan operators coe and hcom. Indeed, nothing prevents us from including a general
type-case operator in the language; it will simply fail to be well-typed if used in a non-
parametric way. In short, our parametricity is not a syntactic condition, but a semantic
one. Indeed, the fact that AA. At. Af. coeo_;‘l(t) can be given the type B reflects the fact
that coe is defined on all elements of the universe, in particular Gel types, and so must
behave parametrically.

10.2 The relativity principle

For our next trick, we prove the relativity principle (Definition 9.4.1): the isomorphism
between bridges in the universe and relations, the equivalent of the univalence principle
for bridges. Like univalence, it is rare that we need the principle in all its strength: as
in the previous sections, we usually only use the ability to turn a relation into a bridge,
which is to say the Gel type former. Nevertheless, it forms the conceptual backbone of
the system.

Notation 10.2.1. Given a relation R € A X B — U valued in some universe, we abbrevi-
ate the type Gel, (A, B, a.b.R{(a, b)) € U as Gel, (A, B,R).

One thing to notice in the following proof is its reliance on function extensionality
and univalence. To prove an isomorphism between Bridge(U, A, B) and AX B — U, we
necessarily must prove path equations in function types and the universe. In particular,
it is essential that we can turn the isomorphism Bridge(x.Gel,(A, B,R),a,b) ~ R{a,b)
into a path; this is one of the inverse conditions for the main relativity isomorphism. The
argument to come would not, therefore, go through in a type theory built on ITT rather
than cubical type theory. To avoid the issue in their own formalism, Bernardy, Coquand,
and Moulin therefore impose this as an exact equation, Bridge(x.Gel,(A, B,R),a,b) =
R {a, b) type, as discussed in Remark 9.4.5.

Lemma 10.2.2 (Bridges in an isomorphism type). Let x : I > A, B type be given to-
gether with isomorphisms iy : A[0/x] ~ B[0/x] and i; : A[1/x] =~ B[1/x]. Then we have
an isomorphism of the following type.

Bridge(x.A =~ B, ig, i1)

~

((ap : A[0/x]) (a; : A[1/x]) — Bridge(x.A, ag, a;) =~ Bridge(x.B, iy ao, i1 a1))

Proof. The type of isomorphisms (Definition 1.2.1) is defined using product, function,
and path types. We already have characterizations of bridges in each of these types
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(Lemma 9.2.2, Theorem 9.3.2, and Lemma 9.2.3). Applying each of these characterizations
in turn beginning with Bridge(x.A ~ B, iy, i;), we arrive at a type readily seen to be isomor-
phic to the right hand side above. Specifically, the characterizations deliver us to a type
of tuples consisting of a family of functions Bridge(x.A, ay, a;) — Bridge(x.B, iy ay, i1 a1)
indexed over ay, a;, two families of functions in the opposite direction, and proofs that
these are left and right inverses respectively for every ao, a;. It then remains only to pull
the indices ay, a; out to the top level. O

Theorem 10.2.3 (Relativity). Let A, B type be given. Then the following function is an
isomorphism.

Ap.A{a, b). Bridge(x.p x, a, b) € Bridge(U,A,B) - (AX B — U)
Proof. We use the Gel types to build our candidate inverse.
AR. M'x. Gel,(A,B,R) € (Ax B — U) — Bridge(U, A, B)
We have two inverse conditions to show.

1. (R:AXxB — U) — (A{a,b).Bridge(x.Gelx(A, B,R),a,b)) ~ R.

By function extensionality (Lemma 3.2.5), it suffices to construct a path in U from
Bridge(x.Gely(A,B,R),a,b) to R{a,b) for all a : A and b : B. In turn, by univalence
(Theorem 3.2.9), it is enough to give an isomorphism from Bridge(x.Gely (A, B,R), a, b)
to R{a, b) for all a, b.

Such an isomorphism is provided up to exact equality by the constructor and eliminator
for the Gel type, with functions in either direction defined as follows.
At Ax. gel (a,b,t) € R{a,b) — Bridge(x.Gel,(A,B,R),a,b)
Ag. ungel(x.q x) € Bridge(x.Gely(A,B,R),a,b) — R{a,b)
By the reduction and uniqueness rules for Gel types, these functions cancel each other
up to exact equality.
2. (p:Bridge(U, A, B)) — (Ax. Gel, (A, B, Bridge(x.p x,—, —))) ~ p.
Let p:Bridge(U, A, B) be given. By the characterization of paths in bridges (Lemma 9.2.3),
it is equivalent to give a bridge between paths of the following type.
Bridge(x.Path(U, Gel,(A, B, Bridge(x.p x, —, —)), px), A'_. A, A1_. B)
Now we take advantage of univalence to replace the inner type of paths in U above
with a type of isomorphisms, finding that the above type is isomorphic to the following.

Bridge(x.Gel, (A, B, Bridge(x.p x,—,—)) ~ p x, coegj, coengl
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Finally, we apply Lemma 10.2.2, reducing this bridge in the isomorphism type to an
isomorphism of bridge types; this is where we rely on extent. We are left to show, for
every a: A and b : B, the following isomorphism.

Bridge(x.Gely (A, B, Bridge(x.p x, —, —)), a, b)

~

Bridge(x.p x, coe’”,! (a), coe’ ' (b))
We have a pair of paths Aly. coeﬁ}l(a) € Path(A, coeg_;‘l(a), a) and Aly. coei_';l(b) €
Path(B, coe’”!(b),b), so we can delete the coercions in the above. This leaves us to
show Bridggtx.Gelx(A, B, Bridge(x.p x, —, —)), a, b) isisomorphic to Bridge(x.p x, a, b).
This is an instance of the inverse condition we have already proven, instantiated at the
relation Bridge(x.p x, —, —). O

10.3 Bridge-discrete types

In classical parametricity, the identity extension lemma is a key basic result: it says that
the relational interpretation of an operator on types takes identity relations to identity
relations. In particular, the interpretation of any closed type is the identity relation. In
internal parametricity, the corresponding statement would be that any “homogeneous”
bridge type Bridge(A, My, M;)—where A is a type rather than a line x : I > A type—is
isomorphic to Path(A, My, M;), the relation Bridge(A, —, —) being the analogue of the re-
lational interpretation of A. We have just seen that this is false: we have Bridge(U, A, B) ~
(AXB — U) # (A =~ B) ~ Path(U, A, B). We can, however, identify the types that do
satisfy this property, which we call the bridge-discrete types. We will see that the class
of bridge-discrete types is closed under every type former we have introduced except the
universe, and that assumptions of bridge-discreteness can effectively play the role of the
identity extension lemma.

A bit more precisely, we define the bridge-discrete types to be those for which the
canonical map from paths to bridges is an isomorphism.

Definition 10.3.1. Let A type be given. We define a map loosen, as follows, so that
looseny € Path(A, ap, a;) — Bridge(A, ay, a;) for any ag, a; : A.

. 0—1 I
looseny = Ap. €O, Bridge(Ap 0p x)(}L —.p0)

We say A is bridge-discrete if looseny is an isomorphism for every pair of endpoints, i.e.,
if the following type is inhabited.

IsBDisc(A) = (ag, a; : A) — Islso(Path(A, ag, a1), Bridge(A, ao, a1), loosen4)
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We define the universe of bridge-discrete types as Upgisc := (A : U) X IsBDisc(A).

Remark 10.3.2. The map loosen, takes reflexive paths to reflexive bridges, up to a path:
for any a : A, we have A'y. coeindge(A,a,a) (A a) € looseny (A1 a) ~» (L. a).

By requiring loosen, in particular to be an isomorphism, we ensure that the type
IsBDisc(A) is a proposition (Definition 3.2.1), as the type Islso(A, B, f) is always a propo-
sition [Uni13, Theorem 4.3.2]. To show that a type is bridge-discrete, however, it suffices
to show that any map is an isomorphism (indeed, a retraction); this is a special case of a
result stated in Section 3.2.

Lemma 10.3.3 (Bridge-discreteness by retract). Let A type and suppose we have two
functions as follows.

f:(ag, a1 : A) — Bridge(A, ap, a;) — Path(A, ap, a1)
g: (ag, a1 : A) — Path(A, ap, a;) — Bridge(A, ao, a1)

If gaga; (f ap a1 q) v q for all ag, a; : A and q: Bridge(A, ao, a1), then A is bridge-discrete.
Proof. By Lemma 3.2.8. O

Before we show that any types are bridge-discrete, the following demonstrates why
this collection of types is worth identifying. Whenever we want to prove a parametricity
result about a type that involves an “external” type parameter, we likely need to assume
that parameter is bridge-discrete.

Theorem 10.3.4. For any bridge-discrete A type, we have an isomorphism of the follow-

ing type.
((B:U) > (A—>B) > B)~A

Proof. Set A := ((B:U) — (A — B) — B). We follow the pattern established in Theo-
rem 10.1.2. The functions in either direction are simple to define.

H:=Ac.cA(Aa.a) e A —> A
K:=1.lA Af.fae A— A

Moreover, calculation shows immediately that H (Ka) = a € A for any a : A. For the
other inverse, we work by parametricity. We must show that for every ¢ : A, B: U, and
f :A — B, we have a path from f (c A (Aa.a)) to ¢ B f. We define a relation from A to B,
the graph of f, by R := A(a, b). Path(B, f a,b). We aim to apply c at the Gel type for R in
a fresh direction x.
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To do so, we will need a term f, € A — Gel,(A, B,R) to supply as the function ar-
gument. It is here that we use bridge-discreteness of A, which gives us some function
t € (ag,a; : A) — Bridge(A, ag, a1) — Path(A, ay, a;). Using ¢, we can define f, by way of
extent.

frx = Aa.extenty(a; ag.a9, a1.f ay, ao.al.q.)tlx. gelx(ao,fal,ﬂtﬂy.f (tapaiqy)))

We have fy = da.a € A— Aand fi = f € A — B. In words, to construct f;, we need
to know that any ag, a; : A related by Bridge(A, —, —) satisfy fay ~» f a;. This is only
guaranteed if bridges in the constant A give rise to paths in the same; thus the necessity
of bridge-discreteness.

The remainder of the argument proceeds as in Theorem 10.1.2. By applying c at f;, we
obtain an element of Gel, (A, B, R), which we can ungel to get the witness to R we require.

ungel(x.c (Gelx(A,B,R)) f;) € Path(B, f (cA(Aa.a)),cBf) O

Now we take a look at types formed from bridge-discrete arguments. When we have
a bridge-discrete family of types, we have the following result, which will help analyze
dependent function and product types.

Lemma 10.3.5. Let A type and a: A > B type. Suppose that B is bridge-discrete for
every a:A. Then for any path ao, a; : A, p:Path(A, ag, a1), and by: Blag/a] and by : B[ay/a],
we have the following isomorphism.

Path(x.B[p x/al, by, b1) ~ Bridge(x.B[loosena p x/al, by, b1)

Proof. By Lemma 3.2.3, it suffices to show this when ay = a; and p is the degenerate path
A_.a. In that case, we have looseny (A'_.ag) ~> (1'_.ap), and so the isomorphism we
must construct follows directly from bridge-discreteness of Blay/a]. O

Theorem 10.3.6. The universe of bridge-discrete types is closed under product, function,
path, and bridge types.

Proof. For product types, (a : A) X B, this follows from Lemmas 3.2.4 and 9.2.2, using
Lemma 10.3.5 to get a correspondence between dependent bridges and paths in B over
the correspondence in A. For functions, it follows from Lemma 3.2.6 and Theorem 9.3.2.
For paths and bridges, it follows from Lemma 9.2.3. O

We may also show that inductive types preserve bridge-discreteness. Here, we show
as an example that Bool is bridge-discrete. The argument is more involved than for the
preceding types, employing in particular relativity (that is, Gel types). This presents an
interesting parallel to the use of univalence to characterize the path types of higher in-
ductive types, sketched in our discussion of descent in Chapter 4.
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Theorem 10.3.7 (Bridges in Bool). Bool is bridge-discrete.

Proof. We define a right inverse to looseng,o € Path(Bool, by, b1) — Bridge(Bool, by, b;)
given by, b; : Bool. We make use of the Gel type for the path relation in Bool.

x : 1> G, = Gelx(Bool, Bool, Path(Bool, —, —)) type

This type has two canonical elements corresponding to the reflexive proofs of equality in
Bool, t, = gel (tt, tt, AL tt) and f; = gel, (ff, ff, AL ff). We first define an auxiliary map
F, € Bool — G, by case analysis, returning the corresponding reflexivity path in each
case.

Fy = Ab. elimpoo(_.Gy; b; ty, f) € Bool — Gy

Note we can transform this bridge in a function type into a function from bridges to
bridges, then use ungel to extract a path from the resulting bridge over x.Gy.

F := Ap.ungel(x.Fy (p x)) € Bridge(Bool, by, b;) — Path(Bool, Fy by, F; b1)

Modulo the not-quite-correct endpoints of the output, this will be our candidate right
inverse. Conversely, we can extract a map G, — Bool from looseng,o using extent.

Ly = Ag. extenty(g; bo.bo, b1.b1, _._.q.looseng,ol (ungel(x.qx))) € G, — Bool

To check the inverse condition, we start by checking that F, is right inverse to L,, con-
structing a term of the following type.

P, € (b:Bool) — Path(Bool, L, (Fy b), b)
Examining L, (F, tt), we have the following sequence of equations and paths in Bool.

Ly (Fy tt) = extenty(ty; bo.bo, b1.b1, _._.q.loosenpyo (ungel(x.q x)))
= loosengo(ungel(x.ty)) x
= loosengoo (A tt) x
s (A t) x
= tt

We likewise have a path Ly (Fy ff) ~» ff, so we can define P, by case analysis. Finally,
we move from bridges of functions to functions of bridges once more, defining the term
Ag. A'x. P, (g x) of the following type.

(q : Bridge(Bool, by, b1)) — Bridge(x.Path(Bool, Ly (Fx q x), q x), Py by, P1 by)
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Exploiting the isomorphism between bridges in path types and paths in bridge types
(Lemma 9.2.3), this induces a family of dependent paths as follows.

(g : Bridge(Bool, by, b1)) — Path(y.Bridge(Bool, Py by y, P1 b1 y), Mx. L, (Fy (gx)),q)

A quick calculation, reducing the extent term in L,, reveals that Alx. L, (F, q x) is equal
to loosenpyol (F q) in Path(Bool, Fy by, F; b1).

We are almost at the end; we just have to deal with some endpoints. Abstracting
slightly, we have shown that the following is inhabited for some pair of singletons (b, 1)
(b : Bool) x Path(Bool, by, by) and (b}, 1) : (b] : Bool) x Path(Bool, b7, b;).

(f : Bridge(Bool, by, b;) — Path(Bool, by, b)) X
(g : Bridge(Bool, by, b1)) — Path(y.Bridge(Bool, n y, n1 y), loosengool (f ), q)

Namely, we have a witness at 1y := Py by and 1; := P; b;. By singleton contractibility
(Lemma 3.2.2), this choice of singletons is equal, up to a path, to the pair of reflexive
singletons (b, A'_. by) and (b;, A'_. b;). By coercion, we thus obtain an element of the
type above instantiated with that choice of singletons, which is exactly a right inverse for
loosenggol. O

To give an idea of how this argument would proceed for inductive types more gener-
ally, we sketch the proof for Nat, showing how to define the map from bridges to paths.

Lemma 10.3.8. For any ny, n;:Nat, we have a map Bridge(Nat, ny, n;) — Path(Nat, ng, ny).

Proof. We begin again with Gel type for the path relation in Nat.
x : 1> G, = Gel,(Nat, Nat, Path(Nat, —, —)) type
We have canonical terms z, € G, and s, € Gy — G, defined as follows.

zy = gel..(zero, zero, AL zero)
Sy = Ag. extenty(g; mg.suc(myg), my.suc(my), mog.my.g’.y.S)
where S = gely(suc(mo), suc(my), A'z. suc(ungel(y.g'y) z))

The term z, carries the reflexive path zero ~» zero, while s, takes a gel term containing a
path my ~» m; and returns a path suc(my) ~» suc(m;). Now we get a function from Nat
to its path relation.

Fy = Ab. elimNat (_.Gy; b5 24, —.g.5x g) € Nat — Gy
Given a bridge q : Bridge(Nat, ng, n;), we apply Fy pointwise to get a path.
F := ungel(x.Fy (¢ x)) € Path(Nat, Fy ng, F1 ny)

By inspection, we have F.n = elimn,:(_.Nat; n; zero, _.m.suc(m)) € Nat for ¢ € {0,1},
and the latter is path-equal to n by induction. ]
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The bridge-discrete universe even inherits univalence and relativity. This means in
particular that we can use internal parametricity to characterize functions out of the
bridge-discrete universe. For example, we can show that the “bridge discrete Church
boolean” type, (A : Upgisc) — fst(A) — fst(A) — fst(A), is also isomorphic to Bool.

Theorem 10.3.9. Uygisc is univalent, in the sense that Path(Upgjsc, A, B) is isomorphic to
fst(A) = fst(B) by way of the coercion isomorphism map for any A, B : Upgjsc.

Proof. By univalence of U, it is equivalent to show that the projection function from
Path(Upgisc, A, B) to Path(U, fst(A), fst(B)) is an isomorphism. This follows quickly from
Lemma 3.2.4 and the fact that IsBDisc(C) is a proposition for any C : U. ]

Relativity comes down to the closure of the bridge-discrete universe under Gel-types.

Theorem 10.3.10. Let A, B type and a: A,b : B > R type be given. If A, B are bridge-
discrete and R is pointwise bridge-discrete, then Gel, (A, B, a.b.R) is bridge-discrete for
any fresh x.

Proof. Set Gy = Gely(A, B,a.b.R). We aim to show that paths and bridges from g, to g,
in G, are isomorphic for any gy, g; : Gx. By applying extent, it suffices to show this is
the case when either x is an endpoint or g, and g; are points on bridges. When x is an
endpoint, we apply the looseny or looseng isomorphism accordingly. For the remaining
case, we need

Path(Gy, qo x, g1 x) ~ Bridge(Gy, qo x, g1 X)

for all q¢ : Bridge(x.Gy, ao, bo) and q; : Bridge(x.Gy, a1, b1), coherently with the endpoint
cases. Now, by Lemma 10.2.2, it suffices to construct an isomorphism of the following
type for any p € Path(A, ap, a;) and p’ € Path(B, by, b;).

Bridge(x.Path(Gy, qo x, ¢1 x), p, p)

Bridge(x.Bridge(Gy, qo X, q1 x), looseny p, looseng p”)
By Lemma 3.2.3, we can assume that the paths p and p’ are reflexive; together with the

fact that loosen takes reflexive paths to reflexive bridges, this simplifies our goal to the
following.

Bridge(x.Path(Gy, qo x, g1 x), A ag, AL bo)

~

Bridge(x.Bridge(Gy, qo x, q1 x), A ap, AL bo)
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Next, we know that swapping iterated bridge and path types is an isomorphism, so it
is enough to prove the following isomorphism where we have flipped the order of type
constructors on either side.

Path(Bridge(x.Gy, a, b), qo, q1) =~ Bridge(Bridge(x.Gy, a, b), qo, q1)

Finally, we know that Bridge(x.Gy,a,b) =~ R. Thus this follows directly from bridge-
discreteness of R. m]

Corollary 10.3.11. Uygjsc is relativistic. That is, for any A, B:Upisc, we have the following
isomorphism with the forward map given by the bridge type former (which preserves
bridge-discreteness per Theorem 10.3.6).

Bridge (Updisc, A, B) = (fst(A) x fst(B) — Upgisc)

Proof. Suppose A = (Ao, p) and B = (By, q). By Lemma 9.2.3, Bridge(Upgisc, A, B) is iso-
morphic to the following.

(C : Bridge(U, Ay, By)) x Bridge(x.1sBDisc(C x), p, q)
The right hand type, meanwhile, is also isomorphic to a product.
(R:AgxBy — U)X ((a:A) (b:B) — IsBDisc(R{a,b)))

We have an isomorphism between the first components by relativity of U, implemented by
the bridge and Gel types. Each second component, meanwhile, is a proposition. (For the
first, it is straightforward to check that the bridge type of a proposition is a proposition.) It
therefore suffices to show that the isomorphism of the first components takes C such that
Bridge(x.IsBDisc(C x), p, q) to R such that ((a: A) (b: B) — IsBDisc(R (a, b))) and vice
versa. The forward direction is the fact that bridge-types preserve bridge-discreteness,
the converse is the fact that Gel-types preserve the same. O

Note that the relativity of Upgisc implies that Upgjsc itself is not bridge discrete.
Example 10.3.12. Bpgisc = (A:Updisc) — fst(A) — fst(A) — fst(A) is isomorphic to Bool.

Proof (Sketch). Suppose we are given ¢ : Bpgisc. Given A : Upgisc, t : fst(A) and f : fst(A),
we define a relation R € Bool X fst(A) — U as in Theorem 10.1.2.

R = A(b, a). Path(fst(A), elimpgol(—.fst(A); b; t, f), a) € Bool X fst(A) — U

The type fst(A) is bridge-discrete by assumption and bridge-discrete types are closed un-
der path types, so this relation is pointwise bridge-discrete. Thus Theorem 10.3.10 gives
us a bridge in Upgjsc from Bool (coupled with the proof of bridge-discreteness from Theo-
rem 10.3.7) to A corresponding to R. Applying c at this bridge, we then proceed as in the
proof of Theorem 10.3.10. ]
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10.4 The excluded middle

The bridge-discreteness of Bool implies a cute result concerning the law of the excluded
middle in parametric type theory.

Definition 10.4.1. Write —A = (A — Void) for intuitionistic negation. We define three
varieties of excluded middle.

LEMw = (A:U) — (b :Bool) X elimpgyo(_.U; b; A, =A)
LEM_; = (A:U) — IsProp(A) — (b : Bool) X elimpgo(_.U; b; A, ~A)
LEM_ = (A:U) — (b :Bool) X elimpgo(_.U; b; A, =—A)

We call LEM, the unrestricted excluded middle, LEM_; the excluded middle for propositions,
and LEM_, the weak excluded middle.

Clearly LEM implies LEM_;. Moreover, LEM_; implies LEM_, as every negated type
is a proposition—this is a consequence of function extensionality and the fact that the
empty type is a proposition.

The unrestricted excluded middle is independent of ITT, but is contradictory to the
univalence axiom. We refer to [Unil3, Corollary 4.2.7] for a full proof, but the basic in-
tuition is as follows. An element d : LEMy picks out a distinguished element of every
inhabited type; in particular, some distinguished element M of Bool. At the same time,
univalence implies that d has an action on isomorphisms. By examining the action of d
on the automorphism not € Bool =~ Bool that swaps the two booleans, we can derive a
path from (not M) to M, a clear contradiction.

The excluded middle for propositions, on the other hand, is perfectly consistent with
homotopy type theory and is validated in the simplicial model thereof [KL20]; propo-
sitions have at most one element up to path equality, so there is no problem choosing
elements uniformly with respect to isomorphisms. By contrast, even the weak law of the
excluded middle is refuted in parametric type theory.

Lemma 10.4.2. If A type is bridge-discrete, then any function f : U — A is constant.

Proof. For any pair of types By, B; : U, we have an abundance of bridges between them; to
choose one, we have a bridge Mx. Gel,(By, By, _._.Void) € Bridge(U, By, B) given by the
empty relation. By applying f pointwise, we obtain a bridge A'x. f (Gel,(By, B, _._.Void))
from f By to f B;. As A is bridge-discrete, this bridge induces a path between the same.O

Theorem 10.4.3. The weak excluded middle is refuted.
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Proof. Suppose we are given d : LEM_. Then AA.fst(d A) is a function U — Bool, so
is constant by Lemma 10.4.2 and Theorem 10.3.7. But this implies that fst(d Unit) and
fst(d Void) have the same value, from which we readily derive a contradiction. O

Corollary 10.4.4. The excluded middle for propositions is refuted.

For further analysis of the relationship between classical principles and parametricity,
we refer to Booij et al. [BELS16].

10.5 Iterated smash products

Finally, we return to our motivating example of an application of parametricity unique
to higher-dimensional type theory: coherence laws for the smash product. Recall from
Chapter 8 that the smash product of two pointed types A, B. € U, := (A:U) X A is the
following higher inductive type.

A, : Uy, B, : U, > inductive A. A B, where

| (a:Ab:B) €A AB,

| ®- € A, A B,

| spoke"(b:B,x:1) € A, AB, [x=0—®"|x=1<< (ay,b)]
| @R € A, A B,

| spokeR(a:A,x:I) € A, AB, [x=0—> @R |x=1< (a,by)]

Notation 10.5.1 (Recollections from Chapter 8). We abbreviate A := fst(A,) € Uand
ap = snd(A,) € A for the underlying type and point of a given pointed type A, € U..
Given A,, B, € U,, we have the type (A, — B.) := (f : A — B) X Path(B, f ay, by) € U of
functions that send the basepoint of A to that of B. For the pointed type of such functions,
we write (A, —. B.) = (A, — B., (A_. by, A'_. by)) € U,; we write f, for elements of this
type and abbreviate f = fst(f.) and f; := snd(f) as with types. A pointed isomorphism,
written A, ~ B,, is an isomorphism whose underlying function is pointed.

The elements of the smash product are pairs (a : A, b : B)) but with all elements of the
form ((ao, b)) identified with a distinguished point ®" and all elements of the form (a, by )
identified with ®R. We write A, A, B. for the pointed type (A, A B., {(ao, by ).

In Chapter 8, we imagined that various coherence conditions expected of the commu-
tator and associator—themselves feasible if tedious to construct—could be verified auto-
matically by using parametricity. First, we note that it suffices to characterize the inhabi-
tants of types of the following form, where the input and output smash products are both
associated in the same (arbitrary) way.

(Al*, .. -,An* : U*) - (Al* AV An*) - (Al* AR An*) (*)



Iterated smash products 203

To show that a commutator F € (A,, B, : U,) = A. A. B, — B. A, A, is an isomor-
phism, for example, it suffices to show that the composite Ac. F B, A, (F B, A, c) is the
(pointed) identity function for every A, B, : U.. By the same token, we can show that a
pair of associator functions

G € (A, B,,Cy : Uy) = (As Ay By) A Co = Ay Ay (Bo AL Cy)
H € (A, B, Cs: Uy) = A As (Be Ak Cy) = (As A By) A Cy

constitute an isomorphism by showing that the two round-trip composites are identi-
ties. The pentagon identity displayed in Chapter 8 can also be cast as the equality of
a round-trip composite to the identity function at a type of the form (*); higher coher-
ences amount to equalities between such equalities. We cannot expect that every para-
metric term of the form (*) is an identity function, because the existence of basepoints
makes the pointed constant function a possibility. However, we will see that this is the
only exception. It is moreover easy to check that such a function is not constant by
testing it on small inputs, namely the pointed type Bool. := (Bool, tt). For example,
K € (A, B.:U,) > A, Ay B, — A, A, B, is an identity function if and only if we have
K Bool, Bool, (ff, ff)) ~» (ff, ff)).
To illustrate the argument, we start with the binary case.

Theorem 10.5.2. Any function (A., B, : U,) — A, A, B, — A, A, B, is either the poly-
morphic identity or the polymorphic constant pointed function.

The proof of this theorem will involve a bit of serious higher-dimensional program-
ming. We want to avoid clouding the main thrust of the proof with routine verification of
boundary conditions, so we will mainly dispatch higher-dimensional obligations without
much comment. Our argument is not that one is completely saved from verifying such
conditions. Rather, our claim is that parametricity permits the characterization of terms
of the form () without being swamped in complexity as n increases.

We first introduce a couple of auxiliary terms that will come in handy for checking
coherence conditions.

Definition 10.5.3 (Concatenation by inverse). let M € A,r € [andx:I > N € A
with 7 =1 > M = N[1/x] € Abe given. For any s € I, define conc-inv;’(M,x.N) € A as
follows.

conc-inV;*(M, x.N) := hcomy *(M;r =0 < _M,r =1 < x.N)

The term conc—invg0 (M, x.N) is the result of concatenating M (as a path in direction r)
with the inverse of x.N; we will use the general form conc-inv/;’(M, x.N) to relate the
composite to other terms.
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Lemma 10.5.4 (Join connection). For any ag, a; : A and p : Path(A, ay, a;), we have a
term as follows, a square with p on the two “0” sides and reflexivity on the two “1” sides.

cnxa(p) € Path(x.Path(A, px, ay),p, A'_. ay)

Proof. By ] for paths (Lemma 3.2.3), it suffices to construct such a term in the case that p
is a reflexive path A'_. g, in which case we may take A'_. A'_. a. O

Our uses of parametricity for this theorem are limited to cases where the relation is
the graph of a function, so we introduce some notation for this case.

Notation 10.5.5. Given f : A — B, write Gr,(A, B, f) = Gel,(A, B,a.b.Path(B, fa,b)).
Given f, : A, — B,, define Gr,(A,, B., f.) := (Gr,(A, B, f), gel,.(ao, by, fo)) € U..

The first property we need of the smash product is that it acts on pointed functions
in either argument.

Definition 10.5.6. Given pointed functions f. : A, — C, and g. : B, — D,, we define a
map fi A g« € (A« A B,) = (Ci A Dy) by smash product elimination as follows.

case s of

| {a.b) = (fa.gb)

| @t - @

| spoket (b, y) — conc-invz’fAD*(spokeL(g b,y),z.(foz gb))

| @R — @R

| spokeR(a, x) conc—inv’é’fAD*(spokeR(f a,y),z.(fa goz)) |

(i Ag)s =

This map is basepoint-preserving; we write fi Ay g« = (fi A s, A'x. (fo x, go x)) for the
pointed function.

The second is that Bool,. := (Bool, tt) is a unit for the smash product; actually, we only
need the special case Bool. A Bool, =~ Bool.

Lemma 10.5.7 (Smash of booleans). Bool. A Bool. is isomorphic to Bool; in particular,
any element of Bool. A Bool, is path-equal to either ((tt, tt)) or {ff, ff).

Proof. In one direction, we define F € Bool — Bool. A Bool. to send tt to (tt, tt)) and ff
to (ff, ff)). In the other, we define G € Bool. A Bool. — Bool to send (ff, ff)) to ff and all
other constructors to tt. Clearly Ab. G (F b) is the identity. For the other inverse condition,
we show (s:Bool. A Bool,) — Path(Bool. A Bool.,,s, F (G s)) by smash product induction
as follows.
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« Case ((tt, tt)): Reflexivity.

« Case ((tt, ff)):
My, hcomg:;I*ABool*(spoke"(tt, y);y = 0 — x.spokel(ff,x),y =1 — _(tt, tt))).

« Case ((ff, ff)): Reflexivity.
. Case ®": A'y. spokel(tt, y).
« Case spoke"(tt, x): cnNXgool, ABool, (A'y. spoke"(tt, y)) x.
. Case spoke"(ff, x):
My. hcomg:(’)‘l*ABool*(spokeL(tt, y);y = 0 — x.spokel(ff,x),y =1 — _(t, tt))).
The cases for (tt, ff)), ®%, and spoke® are obtained by taking the cases for (ff, tt)), ®", and

spoke' respectively and replacing spoke’ with spoke® everywhere. O

Finally, we need part of a characterization of bridges across smash product types. For
our purposes, we only need to analyze bridges across x.(Gry (A, Cs, fi) AGry(By, Dy, g4));
we also do not need a full isomorphism, only a map in one direction.

Lemma 10.5.8 (Graph Lemma for A). For any r : I, there is a map
A-graph, € Gr.(A,, Cs, fi) A Grp(By, Dy, g.) = Gr.(Ax AB,,C A D, fi A gs)

equal to the identity function on A, A B, whenr = 0 and on C, A D, when r = 1.

Proof. We define the map by induction on the smash product in the domain.

« Case (m, n)): We test whether r is a constant or variable using extent. In the constant
cases, we return (m,n)). In the case r is a variable x, we learn that m and n are the
instantiation at x of bridges over their types; by uniqueness, they are of the form m =

gel, (a,c,p) and n = gel (b, d, q). We return gel_.((a, b)), (c,d)), Mz (py,qy)).
« Case ®": We return gelr(®", oh A @b).
. Case ®R: Symmetric to ®".

« Case spoke'(n,y): We test whether r is a constant or variable using extent. In the
constant cases, we return spokeL(n, y). In the case r is a variable x, we learn that n is
the instantiation at x of a bridge; by uniqueness, it is of the form n = gel .(b,d, q). We
return gel_(spoke'(b,y), spoket(d,y), Alz.- - -), where - - - is the following composite.

Y= — _o"

—  w.{cnxa(fo) zw,qz)

z=0 < w.conc-inv%:‘/)\D*(spokeL(g b,y),z.(foz gb))
— _.spoke-(d,y)

hcomlcj,?D* spoke'(qz,v);
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. Case spoke®(m, y): Symmetric to spoke'(n, y).

When r is a constant, the resulting function simplifies to a term path-equal to the identity
function on A, A B,. We may therefore apply an hcom to adjust the boundary and obtain
a function that is exactly the identity whenr =0 orr = 1. ]

The following lemma represents the sole use of parametricity in the final proof.

Lemma 10.5.9 (Workhorse lemma). LetF € (A,,B,:U,) > A — B — A, A, B.. Then
F is path equal to one of either (A_.A_. Aa. Ab. {(a, b)) or (AA..AB..A_. A_. {ao, bo)).

Proof. We show that F is determined by the value of F Bool, Bool, ff ff. Let A, : U,,
B.:U,,a:A, and b : B be given.

We have a pointed function [a]. € Bool. — A, sending tt to ay and ff to a, likewise
[b]. € Bool. — B, sending tt to by and ff to b. Abstract a fresh bridge variable x : I. We
abbreviate G¢ := Gry(Bool,, A., [a].) and G’ := Gry(Bool,, B., [b].). Applying F at G4
and Gi’ , we have the following.

F GG (gel (ff,a, A a)) (gel (ff, b, \'_. b)) € G* A G

At x = 0, this term is F Bool, Bool. ff ff, while at x = 1 it is F A, B, ab. Now we apply the
Graph Lemma to obtain a term in Gry(Bool. A Bool,, A, A B,, [a].« A [D].) with the same
boundary. Finally, we apply ungel to extract a path from ([a]. A [b].) (F Bool, Bool, ff ff)
to F A, B, ab. We thereby conclude that F is the pairing function if F Bool, Bool, ff ff is
(ff, ff)) and the constant function if it is (tt, tt)); by Lemma 10.5.7, we are in one of these
two cases. O

Corollary 10.5.10. (A,, B.:U,) - A — B — A, A, B. is a set, which is to say that every
path type in this type is a proposition.

Proof. Lemma 10.5.9 shows that the type is isomorphic to Bool, which is a set. O

This is everything we need to prove the final result.

Proof (of Theorem 10.5.2). Let F, € (A, B.:U,) = A, A, B, = A, A, B, be given. To
characterize F,, we need to characterize its behavior on each constructor of A, A B, as
well as the proof that it preserves the basepoint of A, A, B..

First, by Lemma 10.5.9, we know that Aa. Ab. F A, B, {a, b)) is either pairing or con-
stant. The values of FA, B, ®" and F A, B. ®® must be path-equal to ®" and @R re-
spectively, as F is basepoint-preserving and ®" (®®) is connected to the basepoint by
spokeb (b, —) (spokeR (ag, —)).
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Next, observe that we can capture the behavior of F on spoke' by the following term,
which is a path in (A, B.:U,) — A — B — A, A, B, between AA,.AB..A_.A_.FA, B, ®"
and AA..AB..A_. Ab. F A, B, {(a,b).

Ay. AA,. AB,.A_. Ab. F A, B, (spoke" (b, 1))

By Corollary 10.5.10, this path is path-equal to any other path in this type, in particular
path-equal to whatever we need it to be to complete this proof. The same applies to @R.
Finally, we can apply the same trick for the basepoint path, writing it as a path in the type
from Corollary 10.5.10 as follows.

My AA,. AB.. A_.A_. fyA. B,y O

Now we argue that this strategy can be used to prove the n-ary generalization in a
uniform way. (The binary version is in fact not very useful on its own; the direct proof of
commutativity for the smash product is uncharacteristically straightforward because the
definition of A is completely symmetric.)

Theorem 10.5.11. Any function of the form (x) is either the polymorphic identity or the
polymorphic constant pointed function.

Proof. First, consider the case where we associate to the left everywhere in (x). We show
by induction on i < n + 1 that any

Ay —> > Ay — (A(n—i+1)* Asr s N Ape) = (Agw As o+ As Aps)

polymorphic in Ay, ..., Aus : Uy is either given by iterated pairing or constant. For i = 0,
it follows from a simple n-ary generalization of the workhorse lemma (instantiating each
type argument with a graph and applying the binary Graph Lemma repeatedly). For i > 0,
it follows from the induction hypothesis by the same argument as in the proof of Theorem
10.5.2.

The case where we associate to the right everywhere then follows from commutativity
of the smash product. These two cases are sufficient to prove associativity, from which
the theorem follows for all other associations. m]

The key here is that we are never involved in an iterated induction on smash products:
for each i in the proof of Theorem 10.5.11, we have an argument by induction on one
occurrence of the smash product, but these arguments do not overlap.






Chapter 11

Formalism and models

To extend the cubical formalism sketched in Section 3.3 to include parametricity primi-
tives, the essential task is to develop an algebraic equivalent of the interval restriction
operator — \ r, which is necessary to capture the affine quality of bridge interval vari-
ables. In the type theory of Chapter 9, — \ r is defined as an operator on raw contexts; like
substitution as an operator on raw terms, this must be avoided in an algebraic formalism.

In the following, we therefore develop a novel formulation that regards — \ r as a
primitive context former, characterized by an adjoint relationship with context extension
by an interval variable. We note that this issue is not addressed in Bernardy, Coquand,
and Moulin’s account of internal parametricity [BCM15]. In the formalism they present,
rules that we would express using restriction are expressed by including interval variables
in the context of the conclusion as in the following rule for bridge elimination.

TI-Atype TrM:A[0f] TrM:A[l] T rP:Bridge(A Mo, M)
TIFPvi:A

While this does ensure bridge variables are only used affinely, the calculus fails to satisfy
cut elimination, which in the algebraic setting means that it is not always possible to
reduce away an explicit substitution. In this case, there is no way to reduce (P vy)|[y]
given I" + y : T'L. In our calculus, by contrast, this term can reduce to P[y \ vi] vi[y].
using the functorial action of interval restriction on substitutions.

In addition to the judgments of Section 3.3, we now have judgments for well-formedness
and equality of bridge interval variables.

Judgment Presuppositions Reading
F'rr:l (T ctx) r is a bridge interval variable
F'rr=r:1 (Trrr:] r and r’ are equal bridge interval variables

209
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Like path intervals, we may add a bridge interval to the context, in which case we
have a variable interval term.

T ctx T ctx Trr:1 I'ry:T
['.I ctx TItvi:I I'rrly]:I

Where the context I'.I is characterized as the cartesian product of I' with - .I, however,
here we need the extension to behave as a separated product. To express this, we introduce
a new context former for interval restriction.

[ ctx Trr:l ["kr:1 '\rry:T
L.\r ctx ['+yr:TlI

A substitution from I into some I'.I is therefore composed of an interval term I’ + r : I
paired with a substitution I'".\r  § : T, an instantiation of T which “does not use” r. (At
this point the intuition of “use” becomes more intuition than reality; in the formalism and
computational interpretation, it is indeed impossible to access an interval variable from
behind the restriction, but the meaning of “use” is less obvious in non-syntactic models
such as the upcoming presheaf interpretation.)

Moreover, we make this principle invertible: given I + y : I' ], there is an underlying
substitution into I' that does not use the term I'” + v{[y] : I substituted for I. We write y"
for this substitution.

I"'ky:TI T ctx I'ry:TI I'tr:1  T'\rry:T
D' A\vi[y] +y':T I'ry=y vily] : T I'\rry=(r):T

This sets up an adjunction between the category of contexts sliced over the bridge
interval and the category of contexts. An object of said slice category is a pair (I",r)
consisting of a context I'" and term I + r : I. Given such an object and a second context
I', we have a correspondence between substitutions I'".\r I y : I and substitutions I + y’ :
I.I with the property that I” + vi[y’] = r : I, instrumented by the —.r and — substitution
formers. Note that we can also derive functorial actions of extension and restriction using
said operators.

["+y:T ["+y:T T'rr:I
I'Ir = (yoid).v: T '\r[yl F (y\r) = ((idr)op) : T\r

We make the correspondence into a genuine adjunction by additionally imposing natural-
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ity equations.
I"vrr:l I"\rry : T’ ['ry:T
I+ (yoy)r=ylo(yr):T1

vy T ["+y:TlI

I \ilyoylr (yoy) =yTo (Y \wlyD: T
Finally, we include the two interval constants and the additional structural rules avail-
able to bridge interval variables: weakening and exchange as well as exchange with path
interval variables.

T ctx T ctx
I'ror:T.I 'r1;:T.I FI+pr:T TIIkexg:T.II IFIIrexy:T.ILI

The constant interval terms are then obtained as I' + v{[0f] : Tand I" + v{[1{] : I. We
deliberately introduce the constants as substitutions rather than as terms, as the former
is stronger than the latter: given some I + r : I, we can only construct a substitution
I'+id.r : T.\r.I, not a substitution from I to I'.I. Using " +- &1 : .1, on the other hand, we
are able to access hypotheses beneath restriction by a constant: T.\vi[ef] + &' : T.

We require the structural and endpoint substitutions to satisfy various unsurprising
equations, expressing their naturality and interactions with each other. (We refer to Gran-
dis and Mauri [GM03] for more detailed analysis of the equations generating various cat-
egories of cubical sets.)

e€{0,1} I"ry:T I"ry:T
I'+yloer=goy Tl I'Iryopr=proy :T
I'ry:T e €{0,1} T ctx

I'IIF yMoexy=exgoy!: T.II Trpog=id:T T.LI+ pyoexy=py : LI

I' ctx I' ctx

TILLIk exHI O exyy © eXHI = exXjyy © eXHI oexy : I'.LLLI LI+ (p]II.V][) O exyq = id:T.1I

I' ctx
IFIIrexgo (p]II.VI[) =id:T.II

This judgmental structure is sufficient to express the typing rules for the bridge and
Gel types as well as the extent operator. We display rules for bridge and Gel types in Fig-
ures 11.1 and 11.2 respectively. (Expressing the rules for extent without named variables
is sufficiently painful that we leave this as an exercise to the reader.)
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I'I+ Atype '+ M,:A[0] 'k M :A[1y]
I' + Bridge(A, My, M;) type

I'I+ Atype r're-M:A
T + A'(M) : Bridge(A, M[0;], M[11])

Frr:1 [ \rIr Atype
T \r+ M :A[0] T \r+ M :A[1y] I'\r + P : Bridge(A, My, M;)

IF'+Pr:Alid.r]

€ {0,1}
I'I+ Atype ' M,y:A[0] ' M;: Al1y] I' + P : Bridge(A, My, M)

T+ Pler' ] viler] = M. : Aleq]

Frr:l [ \rI+ Atype F\rl-M:A
T F A(M)r = M[id.r] : Afid.r]

TIrAtype T FMy:A[0;] TrM:A[1]  TFP:Bridge(A My M)
I+ P = (P[id"] vi) : Bridge(A, My, M;)

Figure 11.1: Rules for bridge types in a parametric type theory formalism

11.1 Bicubical set model

We can build a non-computational model in the category of Kan presheaves following the
pattern established in Section 3.3.1. This time around, our presheaves are over the inter-
val contexts of parametric cubical type theory, i.e., contexts of bridge and path interval
variables.

Definition 11.1.1. The cartesian-affine bicube category 6.y, is the category whose ob-
jects are interval contexts ¥ ictx of parametric cubical type theory and whose morphisms
Y € 00, [V, ¥] from ¥’ to ¥ are interval substitutions ¥’ I y € V.

Because we have exchange between path and bridge interval variables, .«, is equiv-
alent to the product &7, X, of the cartesian cube category &J. from Section 3.3.1 and the
category 0, of bridge variables and substitutions, but we do not need this fact here.

Within the presheaf category PSh(E0.«,), we have two interval objects provided by the
Yoneda embedding: the path interval I := & (x:I) is joined by a bridge interval I := & (x:I).
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F'rr:l I \r+ A type I \rr A type I'\r.Ap.A;[p] F R type
I+ Gel,(Ag, A1, R) type

e€{0,1} [+ A type [+ A type I'.A¢.A1[p] F R type
I+ Gele(Aoler']. Auler’]. Rler™]) = A type

I'rr:1I r.\rl—Mole
T\r+ M : A [ \r.Ao.A1[p] F R type ['\r+ P : R[id.M,.M]

I'r gelr(MO, Ml,P) : Gelr(Ao,Al,R)

e€{0,1}
T'rM,y: A T'rM : A I'Ay.Aq [p] FR type I'rP: R[IdMoMl]

T+ gel,(Moler' | My[e1]. Pler']) = M, : A,

'+ Ay type
[+ A type I'.Ag.A1[p] F R type I'I+Q: GeIVI(AO[idT],Al[id?],R[id

[ + ungel(Q) : R[id.Q[01].Q[11]]

TXX

D

TFMy:Ay TrM:A,  T.ApAi[p] +Rtype T F P:R[id.My.M]
T + ungel(gel, (Mo[id"], My [id"], P[id])) = P : R[id.Mp.M;]

Frr:1 T'\r+ Ap type I'\r+ A type
T.\r.AoA[p] F Rtype  TA\rIr Q:Gel, (Ao[id"], A;[id"], R[id

I+ Olid.r] = gel, (Q[0], Q[11], ungel (Q)) : Gel,(Ag, Ay, R)

-{-XX

)

Figure 11.2: Rules for Gel types in a parametric type theory formalism
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We can repeat the constructions from Section 3.3.1 to define the interpretations of the
judgments as well as the context, substitution, type, and term formers inherited from
cubical type theory.

To interpret the parametric constructs, the first step is to identify two functors be-
tween the bicube category 08« and its slice G8.x,/(x : I) over the interval context with a
single bridge variable, which we henceforth abbreviate as 8.« ,/1. Objects of the latter cat-
egory are pairs (¥, r) of interval contexts ¥ ictx equipped with a distinguished ¥ I r € I,
while morphisms ¥ € (Bexq/D[ (Y, r’), (¥,r)] are substitutions ¥’ I+ / € ¥ such that
VY - rfy = r’" € I. We have a functor (-) ® I : 00, — Bexa/lL, extension by a bridge
interval, defined on objects and morphisms as follows.

¥YeI:=(¥%x:I),x)
yel= (¥ x/x)

That is, we take ¥ to the extended context (¥, x : I) with its canonical variable element
Ux:IFxel

We also have a second restriction functor Res : 60.x,/1 — 00.x, in the opposite direc-
tion, using the functorial action of interval restriction (Lemma 9.1.11).

Res(¥,r) =¥ \r
Res(W'+Fyy € ¥) = (¢:¥)\r

As we observed while establishing our formalism, restriction is left adjoint to extension:
there is an isomorphism between G0, [V’ \ r, ¥] and (B0.x./D[(¥',r), ¥ ®I] for any
(¥, r) and ¥, natural in both arguments.

A single functor F : C — D between index categories induces a trio of adjoint func-
tors Fy 4 F* 4 F, between the presheaf categories PSh(C) and PSh(D). The center functor
F* : PSh(D) — PSh(C) is given by precomposition: F*(G)(c) = G(F(c)) for ¢ € C.
The left and right adjoints are given by left and right Kan extension respectively. For a
thorough and general account of these we refer to [Rie14, Chapter 1]. For our purposes,
we only need the left adjoint and really only need to know that it exists, but we give a
description of its behavior on objects for intuition’s sake. Given G € PSh(C) and d € D,
we define

F(G)(d) =A{(c.f,t) [c€C.f € D[d,F(c)].t € G(c)}/~

where ~ is the equivalence relation generated by (c, f,t) = (¢, f’,t’) whenever there
exists g € C[c,¢’] such that f" = F(g) o f and G(g)(t’) = t. For us, one essential property
of this definition is that it commutes with the Yoneda embedding: we have F (& (c)) =
& (F(c)).



Bicubical set model 215

Returning to cubical sets, we thus we have two pairs of induced adjoint functors on
presheaves as shown in the diagram below.

Res ((-) &),
PSh(Eexq/1) L PSh(EPcxq) 1 PSh(EPcxq/1)
Res* (-)eD”

Henceforth we abbreviate I; := ((—) ® I); and I* := ((—) ® I)*. The fact that Res is left
adjoint to (—) ® I moreover implies that Res™ is also left adjoint to I*. This implies that in
factI) = Res": both are left adjoint to I"* (or right adjoint to Res;) and adjoints are uniquely
determined.

Finally, the category PSh(C8.x,/I) is equivalent to the slice category PSh(60.x,)/1. If
we thereby regard these functors as going between PSh(EP.x,) and PSh(C8.x,) /I, we may
calculate the effect of Res; : PSh(GP.x,)/1 — PSh(CB.x,) for (G,g) € PSh(CP.x,)/I and
¥ € 0.«  as follows.

D ictx

dIrsel

Res (G, g)(¥) =1 (D,8,¥,t)| YIFyed\s ¢/~
t € P(®)

g(@)(t) =s

Here = is the equivalence relation generated by (®,s, ¢, t) ~ (¥',s", Y/, t") whenever there
issome & ¢ € Psuchthat® rs" =sp e LY -y = ((:P) \s)y € ®\s, and
P(¢)(t) = t'. The functor I;, meanwhile, is more simply obtained as follows, reflecting its
characterization as Res”.

G'(¥) = 2ura G(Y\ 1)

1(G) = (G',g) where { g(¥)(r.t)=r

With these tools in hand, we begin interpreting the parametricity elements of the
formalism. We interpret bridge interval terms I' + r : I by morphisms [r] : [T] — L For
any semantic context G, we interpret its extension by a bridge interval by as 7, (I;(G)) €
PSh(BP,.x,), with the accompanying variable projection given by 71 (I,(G)) : G — I; notice
that the definition of I (G) is exactly what we would expect from context extension. From
the calculation of I;(G) above, it is straightforward to check that it validates the structural
rules we require of the bridge interval. We likewise interpret context restriction by Res;,
the left adjoint to I;.
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What remains is to interpret the various type and term formers. We will not go
through these explicitly, but rather observe that the proofs of the rules in our compu-
tational interpretation can be mechanically adapted. The key here is that, like the compu-
tational interpretation, types and terms in the presheaf interpretation are defined by their
behavior after “closing” substitutions. Recall, for example, that a semantic pretype over a
cubical set G is a family of sets T (¥, g) indexed by pairs of ¥ € 03, and g € G(¥) and with
transition functions between them. As such, T is determined by the instances a*T given
by substitutions « : &(¥) — G. This means that, to prove that the presheaf interpreta-
tion interprets the various rules, it suffices to show each holds when the conclusion is in
a “closed” context. In these cases, we can exploit the aforementioned key property of the
left Kan extension: we have Res;(&(¥),r) = (¥ \ r) and I,(&(¥)) = (¥, x : I). Thus the
statements of the rules on closed contexts are more or less the same in the computational
interpretation and presheaf semantics.
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Conclusions

12.1 Related work

Internal parametricity The concept of parametricity originates with Reynolds [Rey83],
who gave a relational interpretation of simply-typed A-calculus with type variables in or-
der to show that polymorphic functions treat their type arguments parametrically. His
vision of parametricity is external and semantic: the results that follow from parametricity
are theorems about the denotation of terms in a set-theoretic model. This kind of para-
metricity has been extended in every which direction—mostly notably for our purposes,
to dependent type theory, by Atkey, Ghani, and Johann [AGJ14].

Mairson [Mai91], as well as Abadi, Cardellin, Curien, and Lévy [ACC93] and Plotkin
and Abadi [PA93], developed early syntactic accounts of parametricity. In these systems,
one has a logic on top of a type-theoretic formalism (typically the impredicative polymor-
phic A-calculus) in which parametricity properties can be derived. The relational logic can
then be interpreted in some setting such as Reynolds’ (modulo issues of impredicativity).

Bernardy and Lasson [BL11] observed more generally that, given a pure type system
(PTS) [Bar91], one can find a new, possibly stronger PTS in which the relational interpre-
tation of the former system can be defined. Bernardy, Jansson, and Paterson [BJP10] show
that in a sufficiently expressive, so-called reflective PTS, such as a dependent type theory,
the relational interpretation can be defined in the same PTS. This is a step towards fully
internal parametricity: the inputs and outputs of the parametricity translation belong to
the same theory, but the translation function itself is metatheoretical. Keller and Lasson
[KL12b] proved a similar result, constructing—and implementing as a tactic in the Coq
proof assistant [Coq]—a parametricity translation from types to elements of an impred-
icative universe of propositions.

Krishnaswami and Dreyer [KD13], meanwhile, define a relational realizability seman-
tics of a formalism for extensional dependent type theory that validates parametricity
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theorems. They observe that the consequences of parametricity may be added as axioms
to the theory without disrupting its computational character, thereby internalizing para-
metricity. Their relations are contentless; our own computational interpretation may, to
some extent, be seen as a contentful reimagining of their semantics.

True internal parametricity in our sense was introduced by Bernardy and Moulin
[BM12], who extended dependent type theory with internal operators — € [-] and [-]
computing the relational interpretations of types and terms respectively. Their formalism
is moreover adequate from a computational perspective. This earliest foray into internal
parametricity was substantially complicated by the higher-dimensional structure of iter-
ated parametricity—the need to define the parametricity interpretation of — € [-] and
[-] themselves—and included operations for permuting the order of iterated parametric-
ity applications and “hypercube” syntax. In later work, influenced by cubical type theory,
these elements were replaced by interval variables [BM13; BCM15].

Our own parametric type theory is inspired directly from the formalism and refined
presheaf interpretation for internal parametricity defined by Bernardy, Coquand, and
Moulin (BCM) [BCM15], also described with slight differences in Moulin’s dissertation
[Moul6]. We enrich the theory by replacing the underlying ITT with a cubical type the-
ory, which provides a better-behaved equality and opportunities to apply parametricity to
higher-dimensional problems (as in Section 10.5). As noted in Section 11.1, the improved
equality allows us to relax some equations they require, with the effect of simplifying the
presheaf interpretation; they use not-quite-presheaves of I-sets. (Admittedly, one must in
exchange deal with Kan operations and so on.) Much of the theory developed in Chap-
ter 10, although novel, can be replicated to some extent in their theory. The inadequacies
of ITT equality, however, are an ever-present irritant; for example, one cannot show that
the class of bridge-discrete types is closed under function types, as ITT does not charac-
terize the identity types of functions. A more cosmetic difference is that we use binary
parametricity (based on relations) rather than unary parametricity (based on predicates).

On the formalistic level, we import Cheney’s concept of name restriction, developed
for a theory of nominal sets [Che12], to give rules for Bridge and Gel types that permit
substitution elimination, rectifying a defect of the BCM formalism. The theory presented
in [BM13] uses a system of “tainted” and “oblivious” hypotheses to enforce apartness
restrictions, but is different enough from the BCM theory on the whole that it is difficult
to make a comparison.

We have eschewed the BCM notation in favor of one that emphasizes the similarity
with cubical type theory. To ease comparison, we provide a translation dictionary in Fig-
ure 12.1. Note that, because of the additional equations BCM impose to ensure relativity,
the correspondence is not one-to-one, with the same type and term formers in their the-
ory playing multiple roles from our perspective. In Moulin’s dissertation, the notion of a
function (i : I) — A without a fixed endpoint (called a “ray”) is included separately from
bridge types, and term formers that are primitive in [BCM15] are often implemented as
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This paper [BCM15] [Mou16]
Bridge(x.A, ao, a1) A>,a (Vx.A) > a

M(Dx]a a-x ({x)a)!

px (a.x p) (a.x p)

extenty(—; ag.ty, ai.ty, ag.ar.a.u) | {Aa.t,y Aa.da.u) | {Aa.t,x Aa.Aa.u

Gely (Ao, Ay, ag.a1.R) (a:A) X R Av<ay R

gel, (ao, a1, ¢) (a,x ) (a.x p)
ungel(x.a) a-x ({x)a)!

Figure 12.1: Translation dictionary for internal parametricity

combinations of terms relating first interval dependency to rays and then rays to bridges.
In particular, A »<, R is syntactic sugar for a term (A, Y4R)@x, while (f,, h] is sugar
for {f,®rh)@x. As a result, equivalents of Gel and extent are sometimes called ¥- and
d-operators respectively in the literature.

Internal parametricity a la Nuyts et al. Nuyts, Vezzosi, and Devriese [NVD17] define
a second internally parametric type theory building on Bernardy et al’s work. Their sys-
tem, ParamDTT, follows the BCM theory by employing intervals to express the action
of terms on relations. Like our own theory, Nuyts et al’s includes two kinds of interval,
defining “bridges” and “paths”, and our own use of the word “bridge” is borrowed from
this word.

However, the coincidence of terminology is somewhat misleading. ParamDTT’s
paths provide a much weaker notion of heterogeneous equality; paths are not in gen-
eral required to satisfy anything like the Kan operations. The only requirement is that
homogeneous paths give rise to identities, what Nuyts et al. call the path degeneracy ax-
iom.

Pe Path(,.A, Mo,Ml)
degax(P) € Id(A, My, M;)

ParamDTT’s paths are therefore closer in spirit to the heterogeneous equalities of Obser-
vational Type Theory [AMS07] than to those of cubical type theory. From our perspec-
tive, it may be more natural to think of these paths as more like a second, stronger form of
bridge. Indeed, Nuyts and Devriese [ND18] have since developed a more general system
that includes a tower of notions of n-relatedness, with ParamDTT’s paths and bridges as
the first two levels. In order to avoid confusion with our own terminology, we henceforth
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take a page from this sequel by refering to ParamDTT’s paths as 0-bridges and bridges
as 1-bridges.

ParamDTT includes multiple function types requiring different behavior on bridges;
Nuyts et al. identify parametric functions not as those that merely preserve n-bridges,
but as those that take 1-bridges to 0-bridges. The interaction between 0- and 1-bridges is
mediated by a system of modalities. In particular, variables in type positions are checked
under a different modality than variables in element position. Their system therefore
captures a phase distinction where term-level computation cannot depend significantly
on type-level computation, an aspect of parametricity absent from our work.

The introduction of two kinds of bridge is principally motivated by the desire for an
identity extension lemma. If we want to analyze a term of type U — A with parametricity,
we cannot have identity extension for bridges in the domain type: bridges in the universe
must be given by relations, not paths. However, if we want every parametric function
U — A to be constant, we do need identity extension in the codomain A. This is resolved
in ParamDTT by asking that parametric functions send 1-bridges, which do not support
identity extension, to 0-bridges, which do. We take a different approach: rather than
requiring any form of global identity extension lemma, we can internally identify the
class of types that satisfy it. Thus not all parametric functions U — A are constant, but
they are if A is bridge-discrete (Lemma 10.4.2), and we can show that a large class of type
formers preserve bridge-discreteness.

Another notable departure from the BCM theory is that ParamDTT uses structural
variables (for both kinds of bridge), whereas we have stressed the importance of affine
variables. As we have discussed in Section 9.4, proper Gel-types require an affine in-
terval; ParamDTT instead uses Glue-types [CCHM15], of which V-types are a special
case, and Weld-types, their dual. Recall from Section 9.4 that V-types are insufficient in
our setting because degenerate type bridges need not correspond to identity relations.
This is smoothed over in ParamDTT by the stronger requirements on parametric func-
tions: degenerate type 0-bridges do correspond to identity relations. One casualty of this
setup is that iterated parametricity becomes impossible: the function arguments to Glue
and Weld types are checked under a pointwise modality that prevents such types from
stacking. Thus the coherence functions produced by a parametricity argument are not
themselves guaranteed to be parametric. This situation is improved in [ND18], where the
infinite hierarchy of n-relations prevents parametricity from “running out”.

Nuyts [Nuy20] has also developed a unified treatment of V, Gel, and similar types
as instances of what he calls a transpension type. We discuss this in more detail in Sec-
tion 17.1.

Higher-dimensional parametricity Outside the area of internal parametricity, higher-
dimensional or contentful (or proof-relevant) parametricity, as well as logical relations
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more generally, have been explored in a number of contexts.

Benton, Hofmann, and Nigam [BHN13; BHN14] use a proof-relevant logical rela-
tion to analyze abstract effects, making use in particular of proof-relevant existential
quantification over allocations to a heap. More recently, proof-relevant logical relations
have been exploited to cleanly obtain canonicity and normalization results for dependent
type theories [Shul5; Coq19; CHS19; KHS19; SAG19; GKNB20]. Proof-relevant relations
naturally accommodate the universes of dependent type theory, which frequently beg
for proof-relevant interpretation. In the case of parametricity, for example, one wants
to interpret the universe as the proof-relevant relation of relations—that is, one wants
“Bridge(U,A,B) ~ (AX B — U)”. Sterling and Harper [SH20] use proof-relevant (and
syntactic) parametricity to obtain an abstraction theorem for a program module calculus;
proof-relevance becomes critical because modules can contain not only terms but types,
which again have a naturally contentful parametricity interpretation.

Higher-dimensionally parametric models of the impredicative polymorphic A-calculus
have been explicitly explored by Ghani, Nordvall Forsberg, and Orsanigo [GNO16] as well
as Sojakova and Johann [SJ18]. Johann and Sojakova have moreover defined a notion of
n-dimensionally parametric model for n < oo based on cubical sets [JS17].

Directed type theory Riehland Shulman’s directed type theory formalism [RS17], and its
fibrant presheaf model in particular, bears a strong resemblance to parametric cubical type
theory. Like our theory, it combines higher-dimensional equality structure (here cubical,
there simplicial) with a second layer of relational structure. In their work, the objective is
to identify the types whose relational structure is co-categorical, i.e., supports composition
of morphisms in an appropriate sense, enabling the use of the theory as a language for
synthetic higher category theory. However, the theory itself allows arbitrarily relational
structure, in order to avoid involving issues of variance at the judgmental level.

It was initially suspected that this model would contain a universe satisfying what
we call relativity, but Cavallo, Riehl, and Sattler later found that this was not the case
[Rie18]. Our comparative analysis of Gel and V in Section 9.4 provides some intuition for
this failure: relativity relies on the peculiar structure of the affine cube category, failing
in more “structural” settings like cartesian cubical and simplicial sets. Subsequent work
on this flavor of directed type theory has focused on instead constructing a covariant uni-
verse in which morphisms/bridges correspond to functors [Rie18]; Weaver and Licata have
developed a structural cubical model of directed type theory containing such a universe
[WL20].

One could try developing a version of directed type theory based on affine cubical
sets in order to obtain a relativistic universe, but is unlikely that the concept of (oo, 1)-
category theory it produced would be equivalent to the classical one. Sattler has shown
that the BCH model, as a setting for homotopy theory (i.e., Quillen model category), is
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not equivalent to the classical model in spaces. It is unclear whether one can in some way
get “the best of both worlds”™: a relational setting that contains a relativistic universe but
becomes equivalent to a classical setting when restricted to (oo, 1)-categories or (oo, 1)-
groupoids.

Substructural cubes Our parametric type theory, following Bernardy et al., adopts
the affine cubical structure used in Bezem, Coquand and Huber’s cubical model of ITT
with the univalence axiom. This model has been largely abandoned in favor of structural
cubical type theories, in part because of the comparative intuitive simplicity of structural
variables, but also due to the difficulty of interpreting higher inductive types in this model.

To get an intuitive sense of the problem, consider the following “interval” higher in-
ductive type, consisting of two points with a path between them.

inductive Ival where

| zero € Ival

| one € lval

| seg(x : 1) € lval [x =0 < zero,x =0 < one]

We would expect an eliminator for this type validating the following rule.

i:lval > Atype M € Ival
Z € Alzero/i] O € Alone/i] x:1> S e Alseg(x)/i]

elim(i.A; M; Z, 0, x.S) € A[M/i]

When we attempt to devise an operational semantics for this eliminator, however, we
get stuck: how should elim(i.A;seg(y); Z, O, x.S) reduce? Following Part II, we would
like to reduce to S[y/x], but the typing rule does not guarantee that S is apart from y,
so this substitution is not permitted for affine interval variables. On a more conceptual
level, the elimination principle sets up an isomorphism between structural functions f :
Ival — A and bridges of type Bridge(A, f zero, f one); higher inductive types are in a way
inherently structural.

By leveraging the Kan operations to simulate structural substitution, it is possible to
model an interval higher inductive type in affine cubical sets that contains an elimina-
tor with the above type. In the non-dependent case, to give an idea, we can define the
reduction for the path constructor as follows.

elim(_.A;seg(y); Z,0,x.S) — hcom?;y(S[O/x];x =0 S[0/x],x =1 z.5[z/x])

Given Z, O, x.S with types as in the rule above, we can construct a path in Path(A, Z, O)
from Aly. elim(_.A;seg(y); Z, 0, x.S) to A'x. S, although we do not obtain it as an exact
equality.
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This means that at least some simple higher inductive types can be obtained in Bezem,
Coquand, and Huber’s model, although the result is certainly less usable than in the struc-
tural case, and it is unclear whether, e.g., parameterized HITs exist. On the other hand, the
problem spells disaster for any hope of higher inductive types “in the bridge direction”,
that is, inductive types with bridge rather than path constructors. In that case, we cannot
rely on Kan operations to get out of a jam. In fact, we can confirm using relativity that no
“bridge interval HIT” can exist.

Theorem 12.1.1. There is no type inductively generated by points zero and one and a
bridge seg between them.

Proof. In ITT, the existence of such a type proves function extensionality [Hof95, §3.2.7;
Unil3, Lemma 6.3.2]. The same applies here: given p : (a: A) — Bridge(B, fy a, f1 a), we
can derive a map F € A — lval — B such that Fazero = fya € Band Faone = fia € B,
swap arguments to get Ai. Aa. Fia € Ival - A — B, then extract a bridge:

Mx. da. F (seg(x)) a € Bridge(A — B, fy, f1)

Generalizing to allow some dependency, the same argument shows that a pointwise fam-
ily (a: A) — Bridge(x.B, fy a, f a) implies Bridge(x.(a : A) — B, fi, f1) for any x.B.

Next, we show that this function extensionality for bridges is contradictory. Define
I € (Ap,A; : U) — Bridge(U, Unit, Unit) like so.

I AgA; x = Gely(Unit, Unit, _._.Ay = A;)
Then extent gives us an induced term B € Bridge(U — U, A_. Unit, A_. Unit).
Bx A = extent,(A;_.Unit, _.U, Ag.A;._.x.T Ay A1 x)

We have a term P as follows, where idiso(A) is the identity isomorphism at A.

P = AA. Mx. gel, (%, %, idiso(A)) € (A: U) — Bridge(x.Bx A, x, %)

By applying first the just-derived function extensionality and then our characterization
of functions at bridge type, we derive the following.

(Ao, A1 : U) (p: Bridge(U, Ag, A1)) — Bridge(x.Bx (p x), %, %)

But by definition of Gel, this means that any bridge p : Bridge(U, Ay, A1) induces an iso-
morphism A, =~ A;, which clearly contradicts relativity. m]
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12.2 Outlook

We have brought internal parametricity to cubical type theory, showing that the latter
is a solid backdrop against which to develop the general consequences of internal para-
metricity and to prove concrete free theorems. We hope that the preliminary results of
Chapter 10—extending Bernardy and Moulin’s methodology for proving free theorems
to HITs and introducing notions such as bridge-discreteness—can serve as a jumping-off
point for further investigation of the internally parametric world. Our computational in-
terpretation and formalism likewise set the stage for implementation and metatheoretic
analysis.

The theory described in Chapter 11 is a first step towards the study of parametric for-
malisms, but we have yet to develop metatheorems such as normalization which would be
necessary to validate it as a “good” definition. We have developed an experimental type-
checker for a (non-cubical) parametric formalism, ptt’, forked from Gratzer, Sterling and
Birkedal’s blott typechecker for a modal type theory [GSB19]. Based on normalization
by evaluation [BS91; Abe13], it rests on an algorithm for normalizing terms, but we have
not done any work to verify its correctness. As ptt uses named variables for usability’s
sake, its relationship with the formalism in Chapter 11—in which we use a novel setup to
capture affine variables—is also not immediately clear.

Zooming out, parametric type theory is just one point in a design space of higher-
dimensional type theories that is still poorly understood. On the one hand, we have cubi-
cal type theory, where structural cubes (in any of several varieties) are preferable and lines
in the universe correspond to isomorphisms; on the other, we have parametric type the-
ory, which seems naturally affine and where lines in the universe correspond to relations.
Work on directed type theory has moreover exhibited universes where lines correspond
to functions [Rie18; WL20]. It is at present unclear whether these three varieties can be
situated in a broader spectrum of higher-dimensional type theories with univalence-like
properties.

lhttps://github.com/ecavallo/ptt
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Chapter 13

Introduction

We saw in Part III that internal parametricity can be a powerful tool, mechanically resolv-
ing problems of considerable complexity in cubical type theory. In a sense, however, we
have merely shifted the goalposts: we have not actually proven anything about the smash
product of cubical type theory, only theorems about the smash product in a different the-
ory we invented. To exaggerate a little, it is as if we added associativity as an axiom and
claimed to have proven it. In particular, our formalism for parametric type theory would
not be interpretable using the computational interpretation or presheaf model of cubical
type theory introduced in Part [; the elements of those models do not in general satisfy
parametricity theorems. In contrast, Reynolds’ original work established a property of a
non-parametric, set-theoretic model, namely that any element of this model definable in
a certain type-theoretic formalism is parametric. The parametric type theory of Part Il is
a priori useless for this purpose.

In this part, we address the objection by making a further extension to parametric cubi-
cal type theory. We separate the theory into two modes: one for parametric constructions,
one for non-parametric (“pointwise”) constructions. Each mode comes with its own no-
tion of context, type, and term; thus we essentially have two separate type theories, with
the judgments of the former matching those of Part IIl and of the latter matching those
of Parts I and II. The two halves are able to influence each other, however, via modal op-
erators that transform parametric contexts/types into pointwise contexts/types and vice
versa.

Using this judgmental and type structure, we are able to move in between the para-
metric and pointwise worlds, making use of parametricity results also in non-parametric
settings. To understand how this plays out, let us draw an analogy with the Reynolds’
original methodology. The pointwise type theory is like the set-theoretic model: the el-
ements of its types need not satisfy parametricity properties in general. The parametric
type theory, meanwhile, corresponds to the formalism: the elements of its types are guar-
anteed to behave parametrically. For types such as (A:U) — A — A, a parametric element
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has an underlying pointwise element derivable through the use of the modal operators,
mirroring the interpretation of the formalism into the set-theoretic model. What we can
say, then, is that pointwise terms that arise from parametric terms satisfy parametricity
properties.

Getting a bit more specific, we draw our modal operators from the theory of axiomatic
cohesion, defined by Lawvere [Law07] in a categorical setting and first formulated in type-
theoretic terms by Schreiber and Shulman [SS12; Shu18]. To say that a category C is cohe-
sive over another category D is, on an intuitive level, to say that objects of C are “spaces”
whose collections of “underlying points” are objects of D. (A category is a collection of
objects equipped with a notion of function between objects satisfying certain axioms.)

As a representative example, let us consider the category of cartesian cubical sets
PSh(EZ,), which we have used to model a cubical formalism in Section 3.3.1. Recalling
briefly the definition from that section, an object of PSh(ZZ,) is a family of sets indexed by
contexts of interval variables, with functions between them for each interval substitution.

Definition (Replica of Definition 3.3.2). A cubical set G consists of the following data.

« For every context ¥ = (x;:1,.. ., x,: 1), a set G(¥).

« For every substitution ¢y = (r1/xy,...,r,/x,) replacing the variables of a context ¥ as
above with terms in a context ¥’ (variables or 0,1), a function G(¢) : G(¥) — G(¥’).

We ask that G preserve identity and composition of substitutions.

The intuition is that a cubical set G is a “space” described as an assemblage of higher-
dimensional cubes. Each set G(x; :1, ..., x, : I) is the collection of n-dimensional cubes
of the space: G( -) is the set of points, G(x : I) is the set of lines, G(x : Ly : I) is the
set of squares, and so on. The substitution functions, meanwhile, explain how the cubes
attach to each other. Given a line g € G(x : I), for example, we have a pair of points
G(0/x)(9),G(1/x)(g) € G( - ) representing the endpoints of that line.

The category of cubical sets is cohesive over the category of sets, Set: a cubical set
G consists of a set G( - ) of underlying points equipped with spatial information in the
form of higher-dimensional path structure. In Lawvere’s formulation, this is captured by
a chain of four functors (functions between categories) relating the two and satisfying
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certain properties.

L
// Disc Q

PSh(GD,) N

N
1

Codisc

The third functor in this chain, Glo, is the global sections functor, which takes a cubical
set G and produces its set of underlying points Glo(G) := G( -). Above it is Disc, the
discrete embedding, which takes a set S and produces a cubical set with a point for every
point of S and trivial higher-dimensional path structure: Disc(S)(¥) := S for all ¥. Disc
is adjoint to Glo, which means that cubical set functions Disc(S) — G are in natural
correspondence with set functions S — Glo(G): drawing a picture of a cubical set Disc(S)
consisting only of points S in the cubical set G is the same as drawing a picture of S in the
set Glo(G) of points of G. We say that Disc is the left adjoint and Glo is the right adjoint
and write Disc 4 Glo to express the relationship between them.

On the other side of Disc, a right adjoint codiscrete embedding Codisc turns a set into a
cubical set by adding paths between every pair of elements (and higher-dimensional cubes
between these paths); here we have a correspondence between set functions Glo(G) — S
and cubical set functions G — Codisc(S), making Glo left adjoint to Codisc. Finally, the
furthest left adjoint is the connected components functor, which takes a cubical set to a
set by quotienting the set of points (i.e., global sections) by the path relation: we define
CComp(G) = G( - )/~ where = is the following relation.

arb:e— FpeG(x:I).G0/x)(p) =anG(1/x)(p) =0

For cohesive parametric type theory, we are interested in the cohesive structure of
parametric cubical type theory over ordinary cubical type theory. Thus the objects of both
the “cohesive” and “underlying points” categories are equipped with cubical structure, but
the objects of the cohesive category also carry bridge structure.

To translate this picture into our type-theoretic setting, we follow Shulman [Shu18]
in using a system of modalities. Loosely speaking, a modality is simply a unary opera-
tor on types; the terminology originates in modal logic, which generalizes formal logic
from statements about truth—e.g., “the proposition P is true”—to statements such as “P
is necessary” or “P is possible”. These different modes in which we may consider a state-
ment are related by modalities, operators on propositions that transfer between modes.
For example, we might define the proposition “O0P” (“necessarily P”) to be true when P is
necessary.
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The main challenge in designing modal logics and type theories is in handling hypo-
thetical judgments, that is, formulating the interaction between modalities and the con-
text. Turning to the example of cohesion, suppose we have a type I' > A type in the
parametric mode and wish to take its type of global sections, Glo(A). In what context
does this type live? It is nonsensical to ask that it live over I', which is after all a point-
wise rather than a parametric context. In truth, the more relevant question is the opposite
one: if we want to show I' > Glo(A) type, in what context should A be well-typed?

There are many ways to approach this question, as we discuss further in Section 17.1.
Here we emulate the Fitch style [Clo18; BCMEPS20], arriving at an answer by exploiting
the fact the structure of Glo as a right adjoint. We will formulate its left adjoint, the dis-
crete embedding, as an operator —.dsc on contexts. We then have the following formation
and introduction rules for the global sections type—note that we annotate each judgment
with a mode.

I'.dsc > A type @ par I'dsc> M € A @ par
I' > Glo(A) type @ pt I' > mod(M) € Glo(A) @ pt

The introduction rule—which in a way forces the formation rule—provides some intuition:
the adjunction between Disc and Glo means that “maps” from I to Glo(A) correspond to
“maps” from I'.dsc to A. Following this pattern, our type-theoretic incarnation of cohesion
will see the three left adjoints (CComp, Disc, Glo) appearing as operations on contexts,
while the three right adjoints (Disc, Glo, Codisc) will be internalizable as type formers.
The formulation of elimination rules, meanwhile, raises its own questions of context we
defer for now.

Once the modal apparatus is in place, we can apply it to convert between paramet-
ric and pointwise results. The main players are the discrete embedding Disc and global
sections functor Glo. (Indeed, the only role of the connected components functor is to
enable the formulation of rules for Disc, while the codiscrete embedding is principally
useful because its existence implies properties of Disc and Glo.) Suppose, for example,
we are given a parametric function F € (X :U) - X — X — X @ par. This function is
defined on all types A in the parametric universe. But the pointwise universe is embedded
in the parametric universe via Disc, so we can also apply F at pointwise types A:

F (Disc(A)) € Disc(A) — Disc(A) — Disc(A) @ par

With some further work, we can demonstrate that this function between discrete types in
the parametric mode corresponds to a function A — A — A in the pointwise mode. We
thus have an interpretation of the parametric function as a pointwise function. The main
result, then, is that this pointwise function inherits the parametricity theorems enjoyed
by its parametric equivalent.
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Outline In Chapter 14, we develop our cohesive extension of parametric cubical type
theory. In Chapter 15, we apply the theory, showing how to take advantage of parametric-
ity in the non-parametric theory. In Chapter 16, we describe an extension of our previ-
ously developed formalisms to match the computational extension and sketch a cubical
set model. We discuss related work and future directions in Chapter 17.






Chapter 14

Cohesive parametric type theory

We develop a framework for cohesive parametric type theories following the pattern of
definition first established in Chapter 3. In Section 14.1, we first define an interval theory,
then give a notion of value type system that defines the value types and elements in each
interval context. A value type system induces definitions of the closed judgments in the
usual way. Up to this point, we are straightforwardly setting the theories of Parts I and III
side by side, defining judgments ¥ - M € A @ m in each mode m € {par, pt}.

The next step, taken in Section 14.2, is to extend the closed judgments to open judg-
ments. It is easy enough to give the definition: an open judgment holds when it holds after
any closing substitution. It is significantly more complicated to show that this definition
satisfies the properties we need, as the forms of context are much more complex than
in previous iterations. We spend Section 14.3 doing so. Everything flows from the need
to formulate the rules for modal types, to which we finally arrive in Section 14.4. These
motivate first modal context operators, then endpoint hypotheses and modal hypotheses.

Context operators As sketched in Chapter 13, we will have a context operator for each
left adjoint of the cohesion situation and a modal type for each right adjoint, as in the
following rules for Disc(A).

I'.cc > Atype @ pt I''cce> M e A@pt
I' > Disc(A) type @ par I' > mod(M) € Disc(A) @ par

Thus we must define three modal context operators. We write —.cc for the connected
components functor, —.dsc for the discrete embedding, and —.glo for global sections.

I' ctx @ par I' ctx @ pt I' ctx @ par

I'.ccctx @ pt I'.dsc ctx @ par I'.glo ctx @ pt

233
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We define each of these by recursion on the raw context I'; we then must show that each
modal operator takes well-typed contexts (those satisfying I' ctx @ m) to well-formed
contexts.

One wrinkle appears when we try to define the global sections of the context (x : I).
The bridge interval is meant to have two global sections, namely the endpoints 0 and 1.
To express this, we introduce a new form of endpoint hypothesis that ranges over the two
constants.

Ictx @ m
(Ix:2)ctx@m

We can then define (I',x:I).glo := I'.glo,x : 2. One unfortunate consequence of this
definition is that —.glo does not restrict to an operator on interval contexts: (x : I) is an
interval context but (x : I).glo = (x:2) is not. This is a source of friction when we develop
the theory of closing substitutions.

Aside from this exception, the behaviors of the context operators on interval hypothe-
ses are straightforward. The connected components operator deletes bridge interval hy-
potheses, in effect collapsing them: the bridge interval has a single connected component.

(T,x:1T).cc :=T.cc

It is useful to think of —.cc as having a similar character to the interval restriction op-
erator — \ x: where restriction deletes a single bridge interval variable x, cc deletes all
bridge interval variables. The discrete embedding —.dsc is not defined on bridge interval
hypotheses, as these only appear in parametric contexts. Each operator commutes with
path interval and endpoint hypotheses.

A final question that needs answering is how to define the action of modalities on
term hypotheses; this we defer for the moment.

Negative elimination We take two different approaches to elimination: one for the
global type Glo(A) and codiscrete type Codisc(A), one for the discrete type Disc(A). The
former two have additional structure we can exploit to give simple projection rules: not
only are they right adjoints, but their left adjoints are themselves right adjoints. Tak-
ing Glo(A) as our example, we are able to give the following projection, reduction, and
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uniqueness rules.

I'.cc.dsc > A type @ par I'.cc> P € Glo(A) @ pt
I' > unmod(P) € A @ par

I'.cc.dsc > A type @ par I.cc.dsc > M € A @ par
I' > unmod(mod(M)) =M € A @ par

I'.dsc > A type @ par I' > P e Glo(A) @ pt
I' > P = mod(unmod(P)) € Glo(A) @ pt

We motivate these rules by the following categorical intuition. Per the adjunction between
connected components and the discrete embedding, any I'.cc > P € Glo(A) @ pt corre-
sponds to a term I > P’ € Disc(Glo(A)) @ par. Meanwhile, the adjunction between the
discrete embedding and global sections functor provides a counit map Disc(Glo(A)) — A
induced by the identity function Glo(A) — Glo(A). The projector unmod is then the
composite of these two steps.

We note the similarity between these rules and the rules for the bridge application:
Glo(A) is analogous to Bridge(x.A, My, M), —.dsc to (—, x:I), and —.cc to context restric-
tion — \ —. In that case, too, we have an adjoint relationship between — \ — and (—, x : I),
as discussed in Chapter 11. Definitions of this kind are explored in more generality in
[GCKGB21].

Positive elimination With the discrete type, on the other hand, we have no further left
adjoint upon which to rely. Instead, we formulate a positive elimination rule by introduc-
ing a new context former, the modal hypothesis. Recall once more the introduction rule
for Disc(A).

Fcce>MeA@pt
I' > mod(M) € Disc(A) @ par

Elements of Disc(A) are elements of A well-typed under —.cc. If we want to inhabit
some type family d : Disc(A) > B type, then, it would suffice to show that B[mod(a)/d]
holds given a modal variable (cc | a : A). Such variables range exactly over terms that are
well-typed under some modality; we will have the following defining rules for contexts
and substitutions.

I' ctx @ par I'.cc > A pretype ["'>yel @ par [".cc > M € Ay @ pt
(T, (cc | a: A)) ctx @ par "> (y,M/a) € (T,(cc | a: A)) @ par
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Note in particular that substitutions from I into (cc | a : A) correspond to substitutions
from I".cc into A. Thus (cc | a : —) represents the right adjoint to —.cc, which is to say
the discrete embedding.

We may now formulate an elimination rule for Disc(A) as suggested above.

I'.cc > Atype @ pt I',d : Disc(A) > B type @ par
I' > P € Disc(A) @ par I,(cc|a:A) > N e B[mod(a)/d] @ par

I' > letdisc(d.B,P,a.N) € B[P/d] @ par

Modal hypotheses and context operators It is useful to more generally allow modal
hypotheses under arbitrary compound modalities, sequences y = (p, . . ., 4n) Where each
;i is one of cc, dsc, or glo. Here we follow Gratzer, Kavvos, Nuyts, and Birkedal’s MTT
framework for modal type theories [GKNB20]. This is not only convenient in practice,
but also gives us a way to define the right adjoint modal context operators (—.dsc and
—.glo) on term hypotheses.

(T,(p|a:A)).dsc:=T.dsc (cc,pu|a:A)
(T,(p|a:A))glo:=T.glo,(dsc, | a:A)

Recall that a modal hypothesis over cc can be thought of as a hypothesis of discrete type.
Thus we apply —.dsc to a modal term hypothesis by adding cc to its modality. By the same
token, a modal hypothesis over dsc corresponds to a hypothesis of global section type.
Thus we define these operators by what Nuyts, Vezzosi, and Devriese call left division
[NVD17], that is, by adjusting the modality of each hypothesis.

The leftmost adjoint again demands special treatment. To apply the connected compo-
nents modality to a hypothesis, we check if it is already typed under the connected com-
ponents modality. If so, the context application cancels the hypothesis modality. Other
hypotheses are simply thrown away; there is no way to access an ordinary term hypoth-
esis beneath —.cc.

Tee, (W |a:A), ifp=cep
I'.cc, otherwise

(T,(u|a:A)).cc:= {

Again, it is instructive to draw a parallel with interval restriction. The restriction — \ x
deletes term hypotheses that succeed x in the context, as these could be instantiated with
terms that use x. Likewise, —.cc deletes hypotheses that could use any bridge interval
variable, which is to say all hypotheses except those hidden behind cc.

Many of the complications of the theory developed below have their root in modal
hypotheses. For example, to check that —.glo takes well-formed contexts to well-formed
contexts, we must first know that I'.z > A pretype implies I'.p.glo.dsc > A pretype.
Thus careful staging is required.
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14.1 Interval theory and type systems

Now we begin making the preceding sketch precise. Every judgment in our cohesive type
theory is indexed by a mode, par (parametric) or pt (pointwise).

Definition 14.1.1. The modes, m mode, are generated by the following inference rules.

par mode pt mode

The characteristic difference between the two modes is that the parametric mode in-
cludes bridges, both on the judgmental and on the type level. We see this first in the
definition of interval contexts: bridge interval variables can only be hypothesized in the
parametric mode.

Definition 14.1.2. The interval m-contexts, ¥ ictx @ m for m mode, are inductively
generated by the following inference rules.

Yictx @ m ¥ ictx @ par
- ictx @ m (P, x:])ictx@m (¥,x:1) ictx @ par

Aside from the restriction of parametric elements to the parametric mode, the devel-
opment of the interval theory proceeds without change from the single-mode parametric
cubical case. Note that we do still allow the formation of constraints such as 0 = 1, which
involve bridge terms but not bridge variables, in the pointwise mode.

Definition 14.1.3 (Closed interval elements).
e ¥ Irr €l @ mholds when either r =0,r =1, or r = x with (x:I) € ¥.

e Yk r €I @mholds when either r =0,r =1, orr = x with (x:I) € V.

Definition 14.1.4 (Interval substitutions). The judgment ¥’ I y € ¥ @ m is gener-
ated by the following rules.

Yrye¥Y@m Yirrel@em
YF-€-@m Y (f,r/x) € (F,x:I) @m

¥ rel@ par Y'\riry e¥ @ par
Y (f,r/x) € (¥,x:1) @ par

We similarly enrich type systems, and subsequently the closed judgments, by a mode
parameter. Again, these definitions are not notably different from the their ordinary para-
metric (indeed, ordinary cubical) equivalents.
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Definition 14.1.5. Given ¥ ictx @ m, an (m, ¥)-relation is a family of relations indexed
by interval substitutions into V.

Definition 14.1.6. A candidate modal type systemis a five-place relation 7 relating modes
m, interval m-contexts ¥, values V and V’ with free variables contained in ¥, and value-
coherent (m, ¥)-PERs R. A candidate is a modal type system if it meets the requirements
of Definition 3.1.16 at each mode. We write t £ ¥ + V =~ V' | R @ m to mean that
(m,¥,V,V',R) €.

Given a modal candidate 7, we have component pointwise and parametric candidates
(that is, candidate type systems for plain cubical and parametric cubical type theory) de-
fined as follows.

kY FVaV |Ri= 7e¥ V=V |R@pt
Tar EYFV AV |[Rie= te¥YFV~V |R@ par

Conversely, any pointwise or parametric candidate may be regarded as a modal candidate
that contains types only in a single mode.

We define the closed judgments induced by a value type system in the usual way.
Definition 14.1.7 (Closed judgments). Fix a candidate modal type system r.
« ¥Ir A=A pretype @ m holds when A ~ A” € | r[R] for some (m, ¥)-PER R.

e ¥+ M=M € A @ mholds when A € I7[R] for some (m, ¥)-PER R such that
M=~ M € |R.

« ¥ A=A type @ mholds when ¥ + A = A’ pretype @ m support coercion and
homogeneous composition.

14.2 Open judgments

We now fix an ambient candidate modal type system 7 and begin deriving the open judg-
ments. Here we get to the meat of the cohesive structure: the modalities.

Definition 14.2.1 (Modalities). The modalities, u : m — n, are inductively generated
by the following rules.

H:m— pt [ :m — par U:m— pt

id:m—>m (cc,p) : m — par (dsc, p) : m — pt (glo, u) : m — par
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Note that modalities will act contravariantly on contexts: given y : m — n, the oper-
ator —.p takes contexts in mode n to contexts in mode m.

Raw contexts are drawn from the following grammar: they consist of modal term hy-
potheses, bridge and path interval hypotheses, constraints, and the new bridge endpoint
hypotheses.

Fu=- |, (ula:A) | Tx:1|T,x:T|T,é|T,x:2

Notation 14.2.2. We write a : A as shorthand for (id | a : A).

As usual, the definition of the context judgment I' ctx @ m will be one of our last.
We first define the closing substitutions and then the open judgments as ranging over
raw contexts, with the aim that these be well-behaved when the context arguments are
well-formed.

14.2.1 Interval judgments

Before getting into term judgments, we define the open interval and bridge interval end-
point judgments. As before, term hypotheses have no bearing on interval judgments;
in particular, a contradictory term assumption like v : Void does not imply any interval
equalities.

Definition 14.2.3 (Open interval judgments).

e« I'>r €l @ mholds when either r =0,r =1, or r = x with (x:I) € T.

o« I' > r € 2@ mholds when either r =0,r =1, or r = x with (x:2) €T.

e I'>r €l @mholds when eitherI' >r € 2@ morr = x with (x:I) € T.

Anequality—TI' > r=rele@emI »>r=rc2@mo Il >»>r=r €l @ m—is
defined to hold when it follows from the equivalence relation closure of the constraint
hypotheses appearing in T'.

We define the judgments I' > & =& € F @ m and I" > ¢ satisfied @ m as generated
by the following rules.

I'>r=rel@em I'>s=s'el@em I'>r=rel@em ee{0,1}
I>(r=s)=('=s)eFem I'>(r=e)=(r'=¢)eF@m
I'>r=sel@em ee€{0,1}
I' > r = s satisfied @ m I' > ¢ = ¢ satisfied @ m

Definition 14.2.4. Given ¢ € {0, 1}, we define =& to be its opposite.

-0 =1 -1:=0
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14.2.2 Context operators: modalities and restriction

To state the rules for closing substitutions, we must first define the modal operators on
contexts, as these appear in the defining rule for substitutions into modal hypotheses. The
intent is that we have I'.z ctx @ m whenever I' ctx @ nand p: m — n.

Definition 14.2.5. Given a context I', we define the context I'.i for the three basic modal-
ities (cc, dsc, and glo) in Figure 14.1. Application of a compound modality is defined by
sequential application of basic modalities: I'.(cc, i) := I'.cc. and so on.

The salient aspects of these definitions are their behavior on bridge interval hypothe-
ses and term hypotheses, reproduced below.

, _ , _ | Wla:A), ifp=cey
(x:0).cc:= (pla:A).cc:= { . otherwise
(pla:A)dsc:=(cc,ula:A)
(x:I).glo:=x:2 (pla:A)glo:=(dsc,u|a:A)

The connected components operator squashes interval hypotheses, while the global sec-
tions operator replaces them with endpoint hypotheses. The two right adjoints evaluate
on term hypotheses by adding their left adjoints to the hypothesis modality, while the
connected components operator removes all term hypotheses not beneath cc. The evalua-
tion of cc on constraints is also somewhat tricky: it leaves constraints on endpoints alone
and squashes consistent equations on variables while preserving inconsistent equations.
Each modality also induces a functorial action on substitutions following the same pat-
tern. Here we intend to have I'".u > (y:T)® p € I'.y @ m whenever y : m — n and
I"'>yel @n

Definition 14.2.6. Given a context I" and substitution y into I', we define the substitution
(y : T) ® u for the basic modalities in Figure 14.2. The action of compound modalities is
defined as with contexts.

Remark 14.2.7. The effect of a substitution (y : I') ® y on syntax is the same as that of y.
That is, if M is a term depending only on the variables in I'.y, then M[(y : T') ® u] = My.

Finally, we update the definition of interval restriction (Definition 9.1.9) to handle the
new forms of hypothesis. We also specify that restriction by an endpoint variable, like
that by an endpoint constant, is the identity.

Definition 14.2.8 (Interval restriction). Given a context I' and term T’ > r € I, we
define I \ r in Figure 14.3. The action (y : T') \ r is defined analogously.
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Connected components (I'.cc)

-.cCi= -
(F,x:D).cc:=T.cc,x: I
(T,x:2).cc:=T.cc,x:2
(T,x:I).cc :=T.cc

(I,r=s).cc:=T.cc,r=s

Fce,r=e, I >»re2@ par

(T,r=¢€).cc:=9 Tcc,me=¢, ifnotbutl >r==eecl@ par
T.cc, otherwise
' _ | Twee, (¢ |a:A), ifp=cey
(I (p | a: A)).cc:= { I.cc, otherwise

Discrete embedding (T.dsc)

-.dsc = -
(I,x:I).dsc :=T.dsc,x :I
(I,x:2).dsc :=T.dsc,x:2
(T, &).dsc == T.dsc, &
(F,(p|a:A)).dsc:=T.dsc (cc,u|a:A)

Global sections (I'.glo)

-.glo = -
(T,x:1).glo :==T.glo,x:1
(I',x:2).glo:=T.glo,x:2
(I,x:1).glo :=T.glo,x:2
(T, &).glo :=T.glo, ¢
(T, (u|a:A)).glo:=T.glo,(dsc,u|a:A)

Figure 14.1: Definitions of the modal context operators
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Connected components ((y: I') ® cc)

(+:)®cc:= -

((r,Mfa): (T, (| @ A)) @ cc = { e Mk el
((y,r/x): (T,x:)) ®cc:=((y:I') ®cc,r/x)

((y,r/x): (T,x:2))®cc = ((y:T) ®cc,r/x)

((y,r/x): (T,x:)) ®cc:=(y:T) ®cc

(y:(I&))®cc:=(y:T)®cc

Discrete embedding ((y : ') ® dsc)

(y:T)®dsc:=y

Global sections ((y : T) ® glo)

(y:I®glo=y

Figure 14.2: Definitions of the modal substitution operators

Interval restriction (T' \ r)
If a bridge term r is equal to an endpoint term, then restriction has no effect.

'\r=T ifI'>r=secl@parforsomel > s e 2@ par

Otherwise, restriction is defined as follows.

Ty:D)\x:=(T\x),y:I
Ty:2)\x=(T\x),y:2

' _|r ifx=y
(I‘,y.l)\x.—{ (T\x),y:1I otherwise

Ty:D\x=T\xy:I
(LN x =T \x),¢

_ _ | T\x,(pla:A), ifp=(ccp)
(L (ula:A)dx = { I'\ x, otherwise

Figure 14.3: Definition of interval restriction
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Notable in this definition is the effect on term hypotheses. In plain parametric type
theory, restriction deletes hypotheses that proceed the interval hypothesis; here we have
nearly the same behavior, but hypotheses under the connected component modality can
be left alone, as they cannot depend on any interval variables.

We can observe a couple of equations already.

Proposition 14.2.9. The following equations on contexts hold up to syntactic equality.

(F'\r).cc=T.cc I'dsc.cc=T

The first of these equations matches the previously mentioned intuition that where
restriction removes a single interval variable, cc removes all bridge interval variables.

14.2.3 Extended interval contexts

The nature of the computational interpretation of type theory is that the open judgments
are defined from the closed judgments; consequently, the properties of open judgments
flow from the properties of the closed judgments. In our cohesive type theory, however,
this is complicated by the fact that the “closed” (i.e., interval) contexts and substitutions
are not closed under the modalities: (x :I) is an interval context, but (x :I).glo = (x:2)
is not.

It is therefore technically convenient to introduce a notion of “extended” closed judg-
ment which allows for endpoint hypotheses but still excludes term hypotheses. This class
of contexts and substitutions is closed under the modalities and will help us get off the
ground on our way to the open judgments.

Definition 14.2.10. The extended interval m-contexts, Y eictx @ m for m mode, are in-
ductively generated by the following inference rules.

Y eictx @ m Y eictx @ m Y eictx @ par
- eictx @ m (Y,x:1I) eictx @ m (Y,x:2) eictx @ m (Y, x :1) eictx @ par

Proposition 14.2.11. If Y eictx @ n and y : m — n, then Y.y eictx @ m.

Definition 14.2.12 (Extended interval substitutions). The extended interval substitu-
tions, Y’ > 1y € Y @ m, are inductively defined by the following rules.

Y'>yeY@em Y>rel@em
Y>> .-€-@m Y'> (f,r/x) e (L,x:I)@m

Y'>yeY@em Y'>re2em Y >rel@ par Y'\r>yeYa@ par
Y>> (f,r/x) e (N,x:2)@m Y > (Y,r/x) € (X,x:1) @ par
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When the domain is a genuine interval context, we write ¥ I y = ¢’ € Y @ m.

It is simple to check directly that the extended closed substitutions satisfy the proper-
ties we eventually hope to extend to all substitutions: the well-formedness of the actions
on substitutions and the adjunctions between successive modalities.

Proposition 14.2.13. Givenany Y’ > ¢y € Y @ nand y : m — n, the action of y on ¢ is
well-typed: we have 'y > (y: V)@ ueY @ m.

Proposition 14.2.14 (Adjunctions).
« Wehave Y".cc> ¢y € Y @ ptifand only if Y" > ¢ € Y.dsc @ par.
« We have Y".dsc > ¢ € Y @ par if and only if Y’ > ¢/ € Y.glo @ pt.

Using the notion of extended substitution, we extend the closed judgments to extended
contexts in the standard way: a judgment holds when all of its closed instantiations hold.
In turn we get a definition of extended closing substitution.

Definition 14.2.15 (Extended closed judgments). We extend the typing judgments to
extended interval contexts pointwise. Y > A = A’ pretype @ m is defined to hold when
Y- Ay = Ay pretype @ mforall ¥ I y € Y @ m, and we define Y > A = A’ type @ m
and Y > M = M’ € A @ m analogously.

Definition 14.2.16 (Extended closing substitutions). We define the extended closing
substitutions Y > y = y’ € I' @ m inductively as follows.

YTictx @m

Y>> -=.-€-@m

Y>y=y elT@en p:m—n Yus>M=McAy@m
Y > (y,M/a) = (y,M'/a) € (T,(|a:A) @n

Y>y=yelr@em Y>relem Y>y=yelrem e€{0,1}
Y > (y,r/x)=(,r/x) e (T,x:I) @m Y > (y,e/x)=(y,e/x) e (I,x:2) @m

Y\r>y=y €l @ par Y>rel@ par
Y > (y,r/x) =(y,r/x) € (T,x:]) @ par

IY>y=yelT@em Y > &y satisfied @ m
Y>y=y e[,y @m

We write ¥ > y =y’ € I' @ m when the domain is a genuine interval context.
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Note the appearance of Y.y in the rule for modal hypotheses. Even if Y is a genuine
interval context, Y.y need not be. Thus the extended judgments are essential to give a
definition of closing substitution.

14.2.4 Open type and term judgments

As always, the closing substitutions give us the open term judgments and in turn the
context and substitution judgments.

Definition 14.2.17 (Open judgments). We define the open typing judgments pointwise
as follows.

o« I' > A= A'pretype @ m when ¥ I+ Ay = A’y pretype @ mforall¥ -y =y €T @ m.
e I'>A=Atype@mwhen¥ - Ay =AYy type @ mforall¥ ry=y" €T @ m.

eI'>sM=McA@mwhen¥Y+-My=My cAy@mforal¥+ry=y €l @m.

Definition 14.2.18 (Substitutions). We define the substitution judgment, I" > y =
Y € T @ m, as inductively generated by the following rules.

I's> . =.€-@m

I'>y=y el@en pg:m-—n 'py>M=M €Ay @m
I'> (y,M/a)=(y,M'/a) € (T,(u ]| a:A)) @n

I'>y=yel@m I'>r=rel@em
"> (y,r/x) = (Y,r'/x) € (T,x:1) @ m

I'>y=yelT@em I'>r=r'e2@m
I'> (y,r/x)= (Y, r'/x) e T,x:2) @m

I'\r>y=y €l @ par I'>r=r"€l@ par
I'> (y,r/x)=(y,r'/x) € (T,x:1) @ par

I'>y=yel@em I’ > &y satisfied @ m
I's>y=yeléem
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Definition 14.2.19 (Contexts). We define the context judgment, I' = I ctx @ m, as
generated by the following rules.

p:im—n [=T'ctx@n C.u> A=A pretype @ m

= ctx@m T, (pla:A)=0"(u|a:A"))ctx@n
I'=Ictx@m I'=Ictx@m
Cox:I) =", x:I) ctx @ m T,x:2)=T",x:2)ctx@m
[ =T’ ctx @ par F=T'ctx@m I>¢é=¢eFem
(T,x:1) = (I, x:I) ctx @ par (1,8 = (I, ¢&) ctx @ m

14.3 Rules for modal operators and hypotheses

With the definitions of the judgments complete, we now verify that modal context oper-
ators and hypotheses validate the expected rules. Namely, the context operators should
take well-formed contexts to well-formed contexts, their actions on substitutions should
be likewise well-behaved, and we should be able to access modal variables from the con-
text under the right conditions.

As the route to these theorems is somewhat circuitous, we encourage readers disinter-
ested in the gnarly details to skip to Section 14.3.2, where the main results can be found.

14.3.1 Extended closing substitutions

As the open judgments are defined by closing substitutions, we start with their properties.
It is fruitful to more generally consider extended closing substitutions. First we have some
basic stability results, straightforward consequences of the definitions.

Proposition 14.3.1 (Extended closed stability for terms). Givenany I’ > ¢y € Y @
mand any Y > A = A’ pretype @ m, we have 1" > Ay = A’y pretype @ m; likewise for
types and terms.

Lemma 14.3.2 (Extended closed stability for substitutions). Given Y’ > ¢ € ¥ @
mandY > y=y el @m,wehave Y’ > yy=y'y el @ m.

Proof. By induction on Y > y = y’ € I' @ m. The modal hypothesis case relies on the
functorial action of modalities on extended closing substitutions (Proposition 14.2.13). O
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Corollary 14.3.3 (Extended instantiation). Givenany ¥ > y =y’ € I' @ m and any
I > A = A’ pretype @ m, we have Y > Ay = A’y’ pretype @ m; likewise for types and
terms.

In order to avoid repetition, we introduce the following notion of modality division,
following Nuyts, Vezzosi, and Devriese [NVD17].

Definition 14.3.4 (Division). We define y + v : m — n as a partial function of z : m —
pand v:n — p as follows.

p=id = p
(ce,p) + (cc,v) =p+v
p+ (dsc,v) == (cc,p) v
u =+ (glo,v) :== (dsc, ) + v

This expresses compactly the effect of context operators on modal hypotheses, as
shown by the following equations.

L(pla:A)v=Twv,(u+v|a:A) if u + v is defined
I(pla:A).v=Tv otherwise

The following lemma is key; it tells us that modal hypotheses remain well-typed after the
application of a modality.

Lemma 14.3.5 (Division of extended closed terms). Let y: m — pandv:n — p. If
Ypu>M=M € A@mand u+visdefined, thenY.v.(u+v) > M=M € A@m.

Proof. By induction on v.
« Case: v = id. Immediate.

« Case: v = (cc,v'). Then we must have u = (cc, i’), and the result follows by induction
hypothesis applied with v and p’'.

+ Case: v = (dsc,v'). We have Y = Y.dsc.cc, so we can apply the induction hypothesis
with v/ and (cc, p) at Y.dsc.cc.uy > M =M’ € A @ m to get the result.

+ Case: v = (glo,v’). We have a substitution Y.glo.dsc.y > idy, € Y.y by the action
of modalities on and adjunction laws for extended interval substitutions. It follows by
stability that Y.glo.dsc.yy > M = M’ € A @ m. Applying the induction hypothesis with
v and (dsc, p) gives the result. ]
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Corollary 14.3.6 (Modalities on extended substitutions). GivenY > y=y el @n
and y:m — n,wehave Y.u> (y:IN@u=(:I@pel.ye@m.

Proof. By inductionon Y > y =y € T @ n, applying Lemma 14.3.5 in the modal
hypothesis case. O

We have an analogous lemma for the action of interval restriction.

Lemma 14.3.7 (Restriction on extended substitutions). Given Y > y =y € I' @
parandanyI' > r =r" €l @ par, wehave Y \ry > (y: ) \r=(y:I")\r eT'\r @
par.

Proof. IfI" > r = s € I @ par for some I' > s € 2 @ par, then the result is trivial. If not,
we proceed by inductionon Y > y =y’ € T’ @ par.

« Case: Y > - = - € - @ par. Immediate.
« Case: Y > (y,M/a) = (y,M'/a) € (T, (u | a:A)) @ par.

- Case: p = (cc,i’'). By assumption, Y > y =y € I' @ par. We can conclude
' >r=r"el@parfromI,(pg|a:A) >»>r=r"e€l@par. ThusY \ ry >
(y:T)\r=(:I)\r €'\ r @ par by induction hypothesis. We moreover have
Y.cc/ > M =M € Ay @ m, and we know that Y.cc.’ =T \ ry.cc.y’.

— Case: u = or y = (glo, ). Immediate by induction hypothesis.

« Case: ¥ > (y,s/x) = (y/,s/x) € (I,x:1) @ par. By induction hypothesis and the
substitution formation rule.

« Case: ¥ > (y,s8/x) = (y,s/x) € (I,x:2) @ par. As r is not identified with an
endpoint, we know that r # x. It follows that I' > r = r’ € I @ par. By induction
hypothesis we then have Y\ ry > (y:I) \r=(y:I")\r eT'\r @ par. AsY > s €
2 @ par, we also have Y \ ry > s € 2 @ par.

« Case: Y > (y,s8/x) = (y',s/x) € (T,x:1) @ par.
- Case: r = x.
By the assumptions of this case, we have Y \ r > y =y’ € T @ par as required.

— Case: r # x.

ThenI' > r € I @ par. By induction hypothesis we get Y \ s \ ry > (y:T) \r =
(Y :T")\r' €T\ r @ par,and we cansee that Y \ s \ry =Y \ ry\ s.

« Case: Y > y =y € (I, &) @ m. By induction hypothesis and the substitution formation
rule. As r is not identified with an endpoint, we know that ¢ does not mention r. m]
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We next check that the components-discrete and discrete-global adjunctions hold for
extended closing substitutions.

Lemma 14.3.8 (Components-discrete adjunction). We have Y.cc> y =y €' @ pt
ifand only if Y > y =y’ € T'.dsc @ par.

Proof. If Y.cc > y =y € T @ pt, then Y.cc.dsc > (y:T)®dsc = (y/:I) ®dsc €
I'.dsc @ par by Corollary 14.3.6. Note that (y: ') ® dsc = y and (y’ : ') ® dsc = y’. By
the adjunction for interval substitutions, we have Y > idy € Y.cc.dsc @ par. Hence
Y > y =y’ € I'dsc @ par by stability of closing substitutions.

Conversely, if Y > y =y’ € I'dsc @ par, then we have Y.cc > (y:T.dsc) ® cc =
(y’ : T.dsc) ® cc € T'.dsc.cc @ pt by Corollary 14.3.6. By inspection we have I'.dsc.cc =T,
(y:T.dsc) ® cc =y, and (y' : T.dsc) ® cc = y up to syntactic equality. Thus Y > y =y’ €
I'.dsc @ par. ]

Lemma 14.3.9 (Discrete-global adjunction). We have Y.dsc > y =y’ € T @ par if
and only if Y > y =y’ e '.glo @ pt.

Proof. For the forward direction, we first have Y.dsc.glo > (y:I') ® glo=(y':T) ® glo €
I'.glo @ pt by Corollary 14.3.6. Then Y.dsc.glo=7Y, (y:I')®glo = y,and (y':T)®glo =y’,
so Y > y =y’ e I'.glo @ pt. For the converse, we go by induction the shape of I and on
Y>y=y el.glo@ pt.

« Case: - andY > - = - € - @ pt. Immediate.

« Case: (I,(g | a:A)and Y > (y,M/a) = (y,M'/a) € (T'.glo,(dsc,u|a:A)) @ pt
where Y > y =y’ € T'glo @ ptand Y.dsc.u > M = M’ € Ay @ m. By induction
hypothesis, we have Y.dsc > y =y’ € I' @ par, and so the result follows by the modal
hypothesis rule.

« Case: (I,x:) and Y > (y,r/x) = (y,r/x) € (I,x:I).glo @ pt. By induction
hypothesis, we have Y.dsc > y =y € I @ par,and Y > r € 2 @ pt implies
Y.dsc > r el @ par.

The cases for path interval, bridge endpoint, and constraint hypotheses follow the same
pattern of argument. m]

Finally, we prove a result aimed at generalizing Lemma 14.3.5—which says that when-
ever Y.y > M € A @ m, we have Y.v.(p + v) > M € A @ m—to open judgments. As the
open judgments are defined by closing substitutions, this result will fall out of showing
thatevery ¥ IF y =y’ € I'.v.(u + v) @ m induces a corresponding ¥ I y, =y, € T.y @ m.
To get there, we first prove the following lemma. Item (1), which is a special case of the
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property we need, is the one we are really after; the others represent a strengthening of
induction hypothesis.

Lemma 14.3.10. Let ;1 : m — n. Then the following hold.

(1) fn=parand ¥ I y =y’ € I'".glo.dsc.u @ m, then there exist ¥ -y, =y, € .z @ m.
(2) fn=parand ¥ Ir y =y’ € I'.y @ m, then there exist ¥ I y, =y} € I'.cc.dsc.y @ m.
(3) fn=ptand ¥ I y =y’ € I'.y @ m, then there exist ¥ I y, =y, € I'.dsc.glo.u @ m.
(4) fn=ptand ¥ Ir y =y’ € I'.dsc.glo.y @ m, then there exist ¥ IF y, =y, € .y @ m.
(5) fn=ptand ¥ Ir y =y’ € I'.glo.y @ m, then there exist ¥ I y, =y} € T'.cc.p @ m.

Moreover, in each case, we have My, = My and My, = My’ for any term M, up to syntactic
equality.

Proof. By induction on the length of 4, proving all of the above simultaneously as follows.
(1) By cases on p.
« p = id. Then by the adjunctions on closing substitutions, we have ¥.dsc.cc > y =

Y € T @ par, and we have ¥.dsc.cc = V.

o pt = (cc,i’). Then we are given ¥ I+ y =y’ € I' .glo.dsc.cc.i’ @ m. As —.cc cancels
—.dsc, this means we have ¥ I y = y’ € T'.glo.y/ @ m. It follows from (5) applied
with p that we have some ¥ Iy, =y, e .y @ m.

o pt=(glo,1). Then we are given ¥ I y = y’ € I".glo.dsc.glo.i/ @ m. It follows from
(4) applied with p’ that we have some ¥ -y, =y, € .y @ m.
(2) By cases on p.

« ¢ = id. Then by the action of cc on closing substitutions we have some ¥.cc I
Y+ = Y4 € T.cc @ pt, and it follows by the components-discrete adjunction that
Y- ys =y, € I'.cc.dsc @ par.

« = (cc,y’). Then we are given ¥ I y =y’ € I'.cc./’ @ m, and it follows that ¥ I
y =y € T'.ccdsc.cc.i” @ m because —.cc cancels —.dsc (up to syntactic equality).

« it = (glo,i’). Then we are given ¥  y = y’ € I'.glo.)/ @ m. It follows from (5)
applied with g/ that ¥ + y = y’ € I'.cc./ @ m, and then we proceed as in the
previous case.

(3) By cases on p.
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o 4 = id. We have ¥ = V¥.dsc.cc, so Y.dsc.cc F y =y € T @ pt, and then ¥ I
Yy =Y € TI'.dsc.glo @ pt follows from the components-discrete and discrete-global
adjunctions.

u = (dsc, id). By the components-discrete adjunction, we have Y.cc+y =y’ €T @
pt. By the argument of the previous case, it follows that ¥.cc IF y = y’ € I'.dsc.glo @
pt, and then ¥ I y = y’ € I'.dsc.glo.dsc @ par follows by applying the adjunction
in reverse.

u = (dsc, cc, it’). Then as —.cc cancels —.dsc, this follows by (3) applied with .
« p1 = (dsc, glo, /). Then this follows by (3) applied with p/'.
(4) By cases on p.
« u = id. Then by the discrete-global and components-discrete adjunctions, it follows

that ¥.dsc.cc + y =y’ € T’ @ pt, and we have ¥.dsc.cc = V.
« p1 = (dsc, i). Then this follows from (1) applied with p’.

(5) By cases on p.

« p = id. By the discrete-global adjunction we have ¥.dsc - y =y’ € ' @ par. Then
we apply the action of cc on closing substitutions and the fact that ¥.dsc.cc = ¥ to
get some ¥ I y, =y, € T'.cc @ pt.

o g = (dsc, i’). Then the result follows by applying first (1) and then (2) with /. O

Lemma 14.3.11. Let y : m — nand v : p — m be given such that y + v is defined. If
¥ iIry =y e€Tluv.(u+v) @ m, then there exist some ¥ I y, = y; € I'.y @ m such that
My, = My and My, = My’ for any term M.

Proof. By induction on v. Suppose ¥ I y =y’ € I'.v.(u + v) @ m; we have four cases.
e« v=1id. ThenT.v.(p+v) =T.p.

« v=(cc, V). As we assumed < v is defined, we must have y = (cc, p’) for some p/. Then
I'v.(p+v) =T.cc.v'.(i +v'). The result thus follows by induction hypothesis applied
atI'.cc, /, and v'.

« v=(dsc,v"). ThenT.v.(u + v) =T.dsc.v'.((cc, u) + v'). By induction hypothesis applied
atT.dsc, v/, and (cc, ), we have some ¥ I y,. =y} € T'.dsc.(cc, ) @ m,and I'.dsc.cc =T
by inspection.

« v = (glo,v"). Then I'.glo.v".((dsc, z) +v'). By induction hypothesis applied at I'.glo,
v/, and (dsc, ), we have some ¥ I+ y, = v, € T'.glo.(dsc, ) @ m. By property (1) of
Lemma 14.3.10, it follows that we have some ¥ I y,, =y, € .p @ m. m|
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14.3.2 Contexts and substitutions

Finally, we use the properties of the extended closing substitutions to bootstrap our way
to the open judgments and then general substitutions. The first main result is that —.u
preserves well-formed contexts, which follows from the division lemma foreshadowed in
the previous section.

Lemma 14.3.12 (Division of open judgments). Lety : m — nandv : p — mbe given
and assume y =+ v is defined.

« GivenTI'.u > A = A’ pretype @ m, we have I'.v.(p + v) > A = A’ pretype @ m.

« GivenI'y>M=M ecA@m,wehavel'v.(u+v) >M=M € A@m.

Proof. Without loss of generality we focus on the first property; we go by definition of the
open pretype judgment. Let closing substitutions ¥ I y =y’ € I'.v.(g + v) @ m be given.
By Lemma 14.3.11, we derive substitutions ¥ I y, = y; € I'_y @ m. Then by definition
of 'y > A = A’ pretype @ m, we have ¥ I+ Ay, = A’y, pretype @ m, which is to say
¥ - Ay = A’y pretype @ m. ]

Theorem 14.3.13 (Modal context operators).

[=T"ctx@n g:m-—n

Tu=T"pctx@m

Proof. By induction on I' = T” ctx @ n, using Lemma 14.3.12 in the modal hypothesis
case. m]

The second essential result is the variable rule for modal hypotheses.

Lemma 14.3.14. For any y : m — n, (u + p) is defined and does not contain glo.

Proof. After generalizing to the claim that (v, u) + p is defined and does not contain glo
for any v : n — n not containing glo, this follows straightforwardly by induction on y. O

Theorem 14.3.15 (Variable).

pg:m—n I'.yp > A pretype @ m

I(pla:A)uy>acA@m
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Proof. Wehave T, (u|a:A).u=T.p(pt+p|a:A)byLemma 14.3.14. Note that we have
I, (p+p|a:A) > Apretype @ m by weakening, which is an immediate consequence
of the definitions of the open judgments. Let a closing substitution ¥ I+ (y,M/a) =
(y,M'Ja) € Ty, (p+p|a:A)) @ mbe given; we have ¥ - y =y’ € .y @ m and
Y (u+p) v M =M € Ay @ m. Using that p + u does not contain glo, we can see
that ¥ I idy € Y.(p+p) @ m. By stability of the element judgment, we thus have
Y- M =M €Ay @ m as needed. m|

Corollary 14.3.16 (Action of modal hypotheses).

[T ctx@n I'>y=y el@n pim—n [.u> A pretype @ m
I',(ula:Ay) > (y,a/a) = (Y,a/a) €T, (p|a: A)@n

Proof. By the substitution formation rule and variable rule. ]

Corollary 14.3.17 (Identity substitution).

Fr=I"ctx@m

I'>idr=idpreT @m
Proof. By induction on I' = I"” ctx @ m, using the action of each context constructor. O

The remaining properties of the open judgments now require little ingenuity to ver-
ify, being for the most part a rehash of the corresponding properties of extended closing
substitutions. We leave the construction of detailed proofs as an exercise to the reader.

Proposition 14.3.18 (Instantiation of substitutions). If ¥  § = ¢’ € [ @ m and
I"'>y=yel@em,then¥Yyd=y'8 €l @m.

Proof. By induction on the derivation of I” > y = y’ € ' @ m. In the case of a modal
hypothesis, we use the functorial action of modalities on extended closing substitutions.O

Corollary 14.3.19 (Stability of open typing judgments). GivenI" > y=y eT @m
and I' > A = A’ pretype @ m, we have I > Ay = A’y’ pretype @ m; likewise for types
and terms.

Proposition 14.3.20 (Action by modalities).

I'>y=y elT@n p:m—n

Up>(y:N)eu=(G :T)Quelu@m

Proof. Following the proof of Corollary 14.3.6, now using Lemma 14.3.12. ]
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Proposition 14.3.21 (Components-discrete adjunction).

[N'ce>y=y el @pt ["> y=y eTl.dsc @ par
[">y=y el.dsc @ par [Mce>y=y el @pt
Proof. Following the proof of Lemma 14.3.8. m]

Proposition 14.3.22 (Discrete-global adjunction).

["dsc>y=y €Tl @ par [">y=y e€Tl.glo@pt
I">y=y eTl.glo@ pt ["dsc>y=y €Tl @ par
Proof. Following the proof of Lemma 14.3.9. O

Proposition 14.3.23 (Stability/composition of substitutions). If IV > y” = y” €
I'emandI" > y=y el @m,thenI” > y'y=y"y eT @ m.

Proof. Following the proof of Proposition 14.3.18, using the action of modalities on sub-
stitutions and stability of open typing judgments in the modal hypothesis case. O

14.4 Modal types

With the judgmental apparatus sorted, we now construct a specific type system with types
corresponding to the discrete, global, and codiscrete cohesion functors.

To avoid repetition, we introduce a uniform notation for modal types: we write (1| A)
for the type corresponding to the right adjoint of each p € {cc, dsc, glo}. Thus we have
the following encodings.

Disc(A) := {(cc | A) Glo(A) = (dsc | A) Codisc(A) = (glo | A)

This notation reflects the role of the left adjoint in the intended introduction rule for each
modal type.

Fr'u>MeA
[' > mod(M) € (u| A)

Note also the parallel with the modal hypothesis notation (¢ | a : A). We display the
operational semantics rules for modal types in Figures 14.4 and 14.5.
It will be useful to first give names to the relations that will interpret these types.
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Formation Introduction

u € {cc,dsc, glo}

(u | A) val mod(M) val
Projection
Pr—— P
unmod(P) — unmod(P’) unmod(mod(M)) +— M

Discrete elimination

P+— P
letdisc(d.B, P,a.N) + letdisc(d.B, P’,a.N) letdisc(d.B, mod(M), a.N) —> N|[M/q]

letdisc(d.B, fhcom” *(P; & — x.P;),a.N)

—
s - letdisc(d.B, P, a.N); & — letdisc(d.B, P;, a.N
Comx.B[fhcomr_’x(P;fi‘—m.Pi)/d]( etdisc( a.N); & etdisc( 5, a.N))
Splitting
splity (Mo, M) — M, split, (Mo, M) — M;

Figure 14.4: Operational semantics for modal parametric type theory: formation, intro-
duction, elimination, splitting

Definition 14.4.1. Let ¥ ictx @ n and p : m — n. Given a value (m,¥.p)-relation R, we
define a value (n,¥)-relation Mod,(R) for ¥' I ¢y € V.

, V = mod(M) and V' = mod(M’)
V =V’ € Mod,(R)(Y) = { with M ~ M’ € WR[(f: %) ® 4]

For Glo(A) and Codisc(A), the above will be their defining relation. These two types
support projection rules that invert the introduction rule, a setup that reflects the status
of dsc and glo as right adjoints. As such, the Kan operations for these types are easily
implemented: as with functions or products, we unpack the underlying elements of A,
coerce or compose them, and repackage.
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Coercion

1 € {dsc,glo}

coe;_zlslm> (P) — mod(coe ’ (unmod(P")))
P+— P
coe;z’zclm (P) +— coe;._zzclA) (P") coe;f<’§c|A>(mod(M)) +— mod(coe’ (M))
COEl oela) (fhcom'™*(P; & < y.P,))
—
fhcomt_"‘(coe)rcl_éﬁcm> (P); & — y.coe;?jclm (Py))

Composition

u € {dsc,glo}

hcom@% (P; & — x.P;) — mod(hcom’,*(unmod(P); & < x.unmod(P;)))

hcomzc_c’TA> (P; & < x.P;) — fhcom” 7 (P; & — x.P;)

Formal composites

r#Ss (i) & satisfied (i) & satisfied

fhcom"7°(M; & < x.Nj;) val fhcom™"(M; & — x.N;) — M

(Ai < k) & satisfied & satisfied

fhcom”™*(M; & < x.N;) —> Ni[s/x]

Figure 14.5: Operational semantics for modal parametric type theory: Kan operations
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For Disc(A), on the other hand, the relation Mod . alone does not provide enough
elements to implement the Kan operations. Consider that whenever we have a value
of the form ¥ + mod(M) € Disc(A), the term M has type Y.cc I M € A; as such,
M cannot depend on any bridge interval hypotheses in ¥. For Disc(A) to implement
the Kan operations, however, it must contain elements that depend non-trivially on such
hypotheses. In particular, we can use loosen (Definition 10.3.1) to create bridges from
(possibly non-degenerate) paths.

P € Path(Disc(A), Ny, Ny)
loosenpisc(a) P € Bridge(Disc(A), No, Ni)

The discrete type must therefore contain additional values. The values we introduce are
formal composite values: rather than evaluating in some way, composites in the discrete
type will be inert values. These will be familiar to the reader who has been through
Part II—see Section 5.1 for their motivation in that case—but we re-introduce them below.
As a consequence, the discrete type will fail to support a projection with an exact unique-
ness principle, containing as it does values other than mod terms. Instead, we will have
a dependent eliminator that extends maps (cc | a : A) > N € B[mod(a)/d] to maps
d : Disc(A) > letdisc(d.B,d,a.N) € B.

The operational semantics for formal composites are replicated in Figure 14.5: they
are values unless one of their boundary conditions is satisfied, in which case they reduce.
The following defines the relation Fhcom(R) of formal composites formed in elements of

YR.

Definition 14.4.2 (Replica of Definition 6.2.10). Given a ¥-relation R, we define a ¥-
relation Fhcom(R) as inductively generated by the principle that, for each ¥’ ¢ € ¥,

we have fhcom™™* (M; §; — x.N;) = fhcom"™*(M’; & — x.N]) € Fhcom(R)(y/) whenever
the following hold.

e W ikr,selwithr #s.

e« M~ M € {JRy.

Y’ I & € F for each i, and there is no &; such that ¥’ I & satisfied holds.

e ¥, &, &, x: 1> N; = NJ’. € YRy forall i, j.

Y, & > M =~ Nj[r/x] € YRy for all i.

The relation interpreting Disc(A) is then obtained by closing Mod,([A]) under formal
composites, where [A] is the relation represented by A.
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Example 14.4.3 (Small type system). We define an operator Mo on candidate type systems
as follows: given 7, Mo(7) is the union of the following clauses.

e Mo(r) EY I (| A) =~ (u|A’) | R@nfor yp: m— nwith y € {dsc, glo} whenever
- A= A’ € Yr[S] for some ¥.u-PER S,
- R = Mod,(S).
e Mo(7) EY IF (cc|A) = (cc|A") | R @ par whenever
- A= A’ € {7[S] for some ¥.cc-PER S,
— R s the least fixed-point of the operator R — Mod..(R) U Fhcom(R).

We define the candidate type system 75 to be the least fixed point of the following oper-
ator, where F, H, IP are as defined in Examples 3.1.32, 6.2.22 and 9.1.13 respectively.

£ (Unetoepant F(n)) U (Uneotpar) H(Em) | U IP(tpar) U Mo(2)

That is, we include the basic cubical (F) and higher inductive (H) type formers in both
the pointwise and parametric modes, but restrict the Bridge and Gel types (IP) to the
parametric mode.

We can construct a larger type system 1'{\4" closed under these type formers and con-
taining 7)"° as a universe in the usual fashion. We henceforth assume we are working in
such a type system.

For the first couple of rules—pretype formation and mod introduction—we can treat
the three modal types uniformly.

Rule 14.4.4 (Pretype formation). The following rule is validated for p € {cc, dsc, glo}
with pp: m — n.

Yu> A=A type @m
ik (u|A) =(u|A) pretype @ n

Proof. Immediate by coherent value introduction. We use the action of y on substitutions:
forany ¥/ + ¥ € ¥ @ n,we have ¥'.p > (Y:¥)Qu € ¥ @ m, thus ¥'.u > Ay =
A’y type @ m and therefore 7)° £ W' I (u | AY) ~ (u| A'Y) | R @ n for the appropriate
R. m|

Rule 14.4.5 (Introduction). The following rule is validated for p € {cc, dsc, glo} with
{:m— n.
Yus>M=MecA@m
¥ - mod(M) = mod(M’) € (u| A) @ n
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Proof. By coherent value introduction, following the proof of pretype formation. ]

For the remainder of the rules—elimination, reduction and uniqueness equations, and
the Kan operations—we must handle (u | A) for p = dsc separately from the two right
adjoints dsc and glo.

14.4.1 Right adjoint modalities

The type formers Glo and Codisc do not only have left adjoint context operators; those
left adjoints are themselves right adjoints, to cc and dsc respectively. This enables a neg-
ative treatment of Glo and Codisc, that is, one characterized by a projection operator and
uniqueness principle rather than an induction principle. An analogous situation appears
in Shulman’s cohesive type theory: his § operator, which corresponds to the composite
Codisc(Glo(-)), is axiomatized negatively. We treat the two type formers uniformly by
introducing the following shorthand.

Definition 14.4.6. Given u € {dsc, glo}, define "y as follows.

*dsc = cc
_|

glo := dsc
Note that "y = id + u, where division is as specified in Definition 14.3.4.

In the following, it may be useful to notice the similarity to bridge types: if we think of
the context operator —.u as analogous to x:1I, then —. "y corresponds to interval restriction.
Modulo the absence of endpoint constraints in the type and the binding of an interval
variable, the projection rules for bridge and negative modal types then match exactly.

Rules 14.4.7 (Projection). The following rules are validated for any p € {dsc, glo} with
p:m — n.
Y>> Atype @ m Yiu>P=Pe(u|lA)y@n
¥ - unmod(P) = unmod(P') e A@m

Y>> Atype @ m Yiuu>MeA@m
¥ - unmod(mod(M)) =M eA@m

Y.u> Atype @ m YirPe(u|lA)y@n
¥ - P = mod(unmod(P)) € (| A) @ n
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Proof. First, note that ¥ i idy -, € ¥."y.y @ m, either by the components-discrete adjunc-
tion or the discrete-global adjunction. The hypothesis ¥."p.u > A type @ m thus implies
that ¥ - A type @ m, justifying the use of A in the conclusions of the first two rules.

As usual, we prove the reduction rule first. As with A, we deduce Y + M € A @ m
from ¥.'u.u > M € A @ m by stability. The rule is then immediate by coherent head
expansion, as unmod(mod(M))y — My for any .

For the first rule, we have that unmod is eager, so we apply Lemma 3.1.38 to reduce
to the case where P and P’ are values of (i | A); the result then follows by applying the
reduction rule on either side.

For the final rule, we first use Lemma 3.1.36 to see that ¥ I P = mod(M) € (u| A) @ n
for some Y.y > M € A @ m. Again using the adjunction from above, we have the
substitution ¥.p.'y > idy , € ¥ @ n. By stability, we thus have ¥.p. 'y > P = mod(M) €
(i | A) @ n. Applying the unmod rules just proven, we obtain first ¥.pz > unmod(P) =
unmod(mod(M)) € A @ m and thereby ¥.i > unmod(P) = M € A @ m. Applying the
introduction rule then gives ¥ - mod(unmod(P)) = mod(M) € (i | A) @ n, from which
the result follows by combination with ¥ i P = mod(M) € (i | A) @ n. O

Rule 14.4.8 (Type formation). The following rule is validated for p € {dsc, glo} with
{:m— n.

Ypu>A=Atype@m
Y- (u|A)=(u|A’) type@n

Proof. As the reductions for coercion and composition in (i | A) are stable under interval
substitution, it suffices to check that the reducts are well-typed and satisfy the necessary
boundary equations; the results then follow straightforwardly from coherent head expan-
sion.

For coercion, suppose we have (¥,x:I).u > Atype @ m, ¥ + r,s € I @ n, and
Vi Pe(u|A)|r/x] @ n. Reindexing ¥ I+ P € (u| A)[r/x] @ n along the substitution
Y.y > idy, € ¥ @ n and then applying the projection rule gives ¥.u > unmod(P) €
Alr/x] @ m. By coercion in A, we then have ¥.u > coe! ’(unmod(P)) € Als/x] @
m. Hence ¥ > mod(coe! J(unmod(P))) € (u|A)[s/x] @ n by the introduction rule.
Finally, in the case r = s, this is equal to P by reduction of trivial coercions in A and the
uniqueness rule.

For composition, suppose we have Y.y > Atype @ m, ¥ + r,s € 1 @ n, ¥ I
Pe(ulA) @n ¥ > ¢ e F@nforalli,and ¥, x: L& - P € (u|A) @ nforall i
satisfying the equations required of the cap and tube of a composite. Again reindexing
along ¥.p.'p > idy , € ¥ @ n and applying the projection, we have ¥.y IF unmod(P) €
A@mand (¥,x:L§&).p - P; € A@ mfor each i. Recall that for py € {dsc, glo}, we have
(¥, x:L&).u = Y, x: 1, & We can therefore form a composite in A, the term ¥.u >
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r—s

hcom’,”(unmod(P); & < x.unmod(P;)) € A @ m. Finally, we apply the introduction
rule to obtain the composite in (y | A), which clearly has the necessary boundary by the
equations for the composite in A. O

14.4.2 The discrete type

Unlike the other two modal types, the discrete type is defined by a modality cc with
no left adjoint, so the previous approach is unavailable. Instead, we give a dependent
elimination principle, a case analysis operator analogous to that used for inductive types.
Again, there is an analogy to Shulman’s presentation of cohesion, wherein the b operator
corresponding to the composite Disc(Glo(—)) is axiomatized in a positive style.

The first step is to confirm that formal composites are also elements of the type, which
in turn implies that the type supports composition.

Rule 14.4.9 (Formal composites in the discrete type). Given ¥.cc > A type @ pt,
Yirr,sel@parand ¥ I & € F @ par for all i, the following rules are validated.

¥ - M =M € Disc(A) @ par (Vi, j) ¥, &, &, x : 1> N; = N € Disc(A) @ par
(Vi) ¥, & > M = Nj[r/x] € Disc(A) @ par

F fhcom™™*(M; & — x.N;) = fhcom”*(M’; & — x.N/) € Disc(A) @ par

¥ I M € Disc(A) @ par (Vi,j) ¥, &, &, x : 1> N; = N; € Disc(A) @ par
(Vi) ¥, & > M = Nj[r/x] € Disc(A) @ par

¥ I fhcom"™ " (M; & < x.N;) = M € Disc(A) @ par

Y I & satisfied @ par
¥ I M € Disc(A) @ par (Vi,j) ¥, &, &, x : 1> N; = N; € Disc(A) @ par
(Vi) ¥, & > M = Nj[r/x] € Disc(A) @ par

¥ Ik fhcom" ™ (M; & — x.N;) = Ni[s/x] € Disc(A) @ par

Proof. A by-now standard argument by coherent introduction and head expansion. For
details, see the proof of the more general Lemma 6.2.15 in Part II. ]

Lemma 14.4.10 (Composition). ¥ I Disc(A) = Disc(A’) pretype @ par support com-
position for any Y.cc > A = A’ type @ pt.

Proof. This follows as a corollary of Rule 14.4.9 by coherent head expansion: composites
in the discrete type reduce to formal composites, which are well-typed and satisfy the
necessary boundary equations. O
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Coercion is more involved, as it analyzes the value of its input. In particular, because
we have included formal composites as values of the discrete type, the coercion operator
at the discrete type must also handle these elements. Fortunately, this is straightforwardly
resolved: a coercion applied to a formal composite reduces to a formal composite of coer-
cions. (This is the same as the reduction used for higher inductive types in Part IL.)

Lemma 14.4.11 (Coercion). ¥ I Disc(A) = Disc(A’) pretype @ par support coercion
for any ¥.cc > A = A’ type @ pt.

Proof. We define a value W-PER Coe™! by declaring that V ~ V' € Coe (i) holds for
Y I+ € ¥ exactly when ¥’ + V =V’ € Disc(A) and the following are satisfied for all
¥ x:1r ¢ € ¥and ¥ I r,s € [ such that ¢, [r/x] = ¢.

« VI coe;]’)sisc(A)%(V) = coe;]’)sisc(A,)%(V’) € Disc(A)Yy[s/x] @ par.

o« VI coe;E’iSC(A)w (V) =V € Disc(A)y @ par.

Note that for any terms N ~ N’ € {}Coe 'y and vy, r, s as above, we can deduce
thatH‘{r” - coe;._gisc(A)l//x(N). = coe;._gisc(A,)l//x(]\{’) € Disc(A)Yy[s/x] @ par and \I’" -
COC. 1 (A) s (N) = N € Disc(A)y @ par. This follows by Lemma 3.1.38, as coercion

at the discrete type is an eager operator.

We aim to show that [Disc(A)] € Coe™!. By definition of the former as a least fixed-
point, it suffices to show that Mod..([A]) U Fhcom(Coe™) C Coe™?!, which is to say that
Mod([A]) € Coe ! and Fhcom(Coe™) C Coe™*.

Given values mod(M) ~ mod(M’) € Mod..([A])y¥ and ¢, r, s as above, we have by

head expansion and coercion in A that coe;._l’)sisc(A)‘// (mod(M)) = mod(coe;jd/ (M)) €

Disc(A) i [s/x], likewise for M’. It follows that Mod,.([A]) € Coe™'.

As for Fhcom(Coe™') C Coe™!, suppose we are given a pair of values in the former rela-
tion, fhcom'™*(M; & < y.N;) ~ fhcom'™"(M’; & <> y.N]) € Fhcom(Coe™")(}), and ¥y,
r, s, as above. By definition of Fhcom and the properties of terms in Coe™!, the argument
terms M, M’, N;, N/ may be coerced to obtain well-typed elements of Disc(A’)y[s/x],
then assembled into well-typed formal composites by Rule 14.4.9. That is, the following
are well-typed and moreover equal in Disc(A) iy [s/x].

fhcomt_’u(coe;._gisc(A)l//x (M); & — y.coe;fgisc(A)l//x (N;)) € Disc(A)Yy[s/x] @ par

fhcomt_’“(coe;—gisc(A,)l/lx (M'); & — y.coe;f[’)sisc(A,)wx (N})) € Disc(A)Yx[s/x] @ par

It now follows by the definition of the operational semantics and coherent head expan-

sion that the term coe;__l’jsisc( ) l/lx(fhcomt_”‘ (M; & — y.N;)) is equal to the former, likewise
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coe;stisc(A,)wx (fhcom'™*(M’; & < y.N)) to the latter. Thus the two formal composites

are coercible, and we can also see that coercion r — r produces an term equal to the
input. Hence Fhcom(Coe™!) C Coe™! as required. O

Rule 14.4.12 (Type formation).

Y.cc> A=A type@m
¥ I Disc(A) = Disc(A") type @ n

Proof. By Lemmas 14.4.10 and 14.4.11. O

Finally, we have the elimination rule for the discrete type.

Rules 14.4.13 (Discrete elimination). The following hold for any ¥.cc > A type @ pt
and ¥, d : Disc(A) > B = B’ type @ par.

¥ I+ P = P’ € Disc(A) @ par ¥, (cc|a:A)> N =N € B[mod(a)/d] @ par
¥ I letdisc(d.B, P, a.N) = letdisc(d.B’, P’,a.N’) € B[P/d] @ par

Y.cck-Me A@pt ¥, (cc|a:A) > N € B[mod(a)/d] @ par
¥ I letdisc(d.B, mod(M),a.N) = N[M/a] € B[mod(M)/d] @ par

¥Y>rsel@ par ¥ I P € Disc(A) @ par
(Vi) ¥ - & € F @ par (Vi,j) ¥,x:L &, & > P; = Pj € Disc(A) @ par
(Vi) ¥,& > P = P;[r/x] € Disc(A) @ par

Fy = fhcom*(P; & — x.P;) ¥, (cc|a:A)> N € B[mod(a)/d] @ par
T = com;}s[Fx/d](Ietdisc(d.B, P,a.N); ¢ < letdisc(d.B, P, a.N))
¥ I letdisc(d.B, Fs,a.N) =T € B[Fs/d] @ par

Proof. We define a W-relation Elim™' by declaring that V ~ V' € Elim™' (/) whenever
¥ I letdisc(d.By,V,a.Ny) = letdisc(d.B'y,V',a.N'yy) € By[V/d] @ parand + V =
V'’ € Disc(A)¢ @ par hold. By Lemma 3.1.38, we have that ¥ I letdisc(d.By, P, a.Ny) =
letdisc(d.B'y, P’,a.N'yy) € By[P/d] @ par for P ~ P’ € YElim™'y. To prove the first
rule, it therefore suffices to show that [Disc(A)] € Elim™', which by universal property
of [Disc(A)] means showing that Mod..([A]) € Elim™" and Fhcom(Elim™") C Elim™".
To show that Mod..([A]) € Elim™!, we observe that the second rule above holds
immediately by coherent head expansion. It follows that any equal values in Mod.([A])

are also equal in Elim™".
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To show that Fhcom(Elim™') C Elim™", suppose we are given a pair of formal compos-
ites fhcom'™*(M; & < y.N;) =~ fhcom'™*(M’; & — y.Nj) € Fhcom(Elim™')(i/). When
we apply the eliminator to these values, the results reduce to composites of eliminations
in the target family B, which are well-typed because the arguments to the formal compos-
ites belong to (L Elim™". It is straightforward to check that we can then apply coherent
expansion to see that these reductions induce equalities, and we thereby deduce that the
formal composites belong to Elim™* as required. O

14.4.3 Splitting

Before we finish, there is one last construct we need to make proper use of bridge end-
point assumptions, an operator split that performs endpoint case analysis. Its operational
semantics are included in Figure 14.4. This operator is easily seen to satisfy the following
rules; note that in a interval context ¥, any endpoint term is either 0 or 1.

Rules 14.4.14 (Splitting).

Yire2@m
¥ I Atype @ m Yr=0FrMy=MecA@m Yr=1rM=McA@m

¥ I split, (Mo, My) = split,. (Mg, M) € A

Y- Atype @m YEMyeA@m Y- Atype @m YHFMeA@m
Y- Splitr(Mo, Ml) =MyeA Y- Sp“tr(Mo, Ml) =M €A

Proof. Immediate by coherent expansion. ]



Chapter 15

Programming in cohesive parametric
type theory

Having established a basic suite of rules governing the modal context operators and modal
types, we now apply the theory. As described in Chapter 13, our overarching goal is to
show that the free theorems that hold of terms defined in the parametric mode can be
used to obtain results in the pointwise mode.

We begin in Section 15.1 with a few lemmas for conveniently reasoning about the dis-
crete embedding type Disc. In Section 15.2 we return to the example of Church booleans
from Section 10.1: we show that any pointwise Church boolean that arises from a para-
metric Church boolean is “true” or “false”. Section 15.3 revisits the concept of bridge-
discreteness introduced in Section 10.3; we show in particular that types of the form
Disc(A) are bridge-discrete. Finally, Section 15.4 shows that we can apply our charac-
terization of parametrically polymorphic functions between smash products from Sec-
tion 10.5 to obtain algebraic laws and coherences for the pointwise smash product.

15.1 Properties of the discrete embedding

Before getting into concrete examples, it is useful to derive a few basic properties of the
discrete type, which plays the central role in transferring parametricity results.

First, in addition to the ordinary discrete eliminator, the presence of the codiscrete
type allows us to derive an eliminator for inhabiting pointwise families indexed by a modal
hypothesis (dsc | d : Disc(A)) of discrete type. This is analogous to Shulman’s derivation
of “crisp b-induction” [Shu18, Lemma 5.1] in his own cohesive type theory; our modal
hypotheses under dsc play the role of his crisp hypotheses, while Disc-types play the role
of b-types.

265
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Lemma 15.1.1 (Pointwise elimination). We have a term letdisc(d.B, P, a.N) validat-
ing the following for any I' > A type @ pt, family I', (dsc | d : Disc(A)) > B type @ pt,
andT',a: A > N € B[mod(a)/d] @ pt.
I'.dsc > P € Disc(A) @ par
I' > letdiscp(d.B,P,a.N) € B[P/d] @ pt

I'>MeA@pt
I' > letdiscp(d.B, mod(M),a.N) = N[M/a] € B[mod(M)/d] @ pt

Proof. We define pointwise elimination as ordinary elimination into the codiscrete em-
bedding of B.

letdiscpi(d.B, P, a.N) := unmod(letdisc(d.Codisc(B), P, a.mod(N)))

We aim to show this term has type B[P/d]. By the projection rule for Codisc, it suffices
to show that I'.dsc > letdisc(d.Codisc(B), P,a.mod(N)) € Codisc(B[P/d]).

To show I'.dsc,d : Disc(A) > Codisc(B) type @ par, it suffices by Codisc-formation
to check that (I'.dsc,d : Disc(A)).glo > B type @ pt. We have (I'.dsc,d : Disc(A)).glo =
I'.dsc.glo, (dsc | d : Disc(A)) by definition. It follows from I', (dsc | d : Disc(A)) >
B type @ pt and the counit substitution of the discrete-global adjunction that we have
I'.dsc.glo, (dsc | d : Disc(A)) > B type @ pt.

To show I'.dsc, (cc | a : A) > mod(N) € Codisc(B[mod(a)/d]) @ par, it suffices by
Codisc-introduction to show (I'.dsc, (cc | a: A)).glo > N € B[mod(a)/d] @ pt. Again
we compute the action of context modality.

(T.dsc, (cc | a: A)).glo=T.dsc.glo, (dsc,cc | a: A)

We deduce T'.dsc.glo, (dsc,cc | a : A) > N € B[mod(a)/d] @ pt from the assumption
INa: A > N € B[mod(a)/d] @ pt using the counit substitution of the discrete-global
adjunction and the unit of the components-discrete adjunction.

Combining these with I.dsc > P € Disc(A) @ par, we apply parametric elimination
to see that I'.dsc > letdisc(d.Codisc(B), P,a.mod(N)) € Codisc(B[P/d]) @ par. The
projection rule for the codiscrete type now gives the conclusion of the first rule. The
second rule follows analogously by the reduction rules for the discrete eliminator and
codiscrete projection. O

In truth, we will use this elimination principle only to define the following construc-
tion for projecting the underlying element of A from a hypothesis (dsc | d : Disc(A)).

Lemma 15.1.2. Given A type and (dsc | d : Disc(A)), there is some undisc(d) € A with
the following properties.
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« For any a: A, we have undisc(mod(a)) = a € A.

« For any (dsc | d : Disc(A)), we have a path as follows.

undisc-uniq(d) € Glo(Path(Disc(A), mod(undisc(d)),d))

Proof. Setundisc(d) := letdisc,i(_.A, d, a.a). The first property follows from the reduction
rule for the pointwise eliminator. For the second, we construct the path by pointwise
elimination into B := Glo(Path(Disc(A), mod(undisc(d)),d)).

undisc-uniq(d) := letdisc,(d.B, d, a.mod(A'_. mod(a))) O

From this point forward, we will use the following syntactic sugar for the discrete
eliminator, mimicking our higher inductive type pseudocode.

case P of
| mod(a) —» N

] := letdisc(d.B, P, a.N)

The type argument B is implicit here, but should be straightforward for the reader to
infer in concrete cases. Again as with HITs, we will also collapse iterated case analyses
into a single block branching on two or more terms, as in the following definition.

Proposition 15.1.3 (Action of the discrete embedding). For any (cc | A,B : U), we
have a term map-disc € Disc(A — B) — Disc(A) — Disc(B) @ par defined as follows.

case f,d of

map-disc := Af-Ad\ 14 (4), mod(a) — mod(f a)

De-sugared, this is Af. Ad. letdisc(_.Disc(B), f, g.letdisc(_.Disc(B), d, a.mod(f a))).

15.2 Church booleans

To demonstrate how we can apply parametricity results in the pointwise fragment, let us
revisit the Church boolean example presented in Section 10.1.

B=(A:U) D A—>A—> A

Built from a universe and function types, the type of Church booleans exists in both
the pointwise and parametric modes: we have both B type @ par and B type @ pt.
Note that while these types are syntactically identical, they are interpreted as different
relations: the elements of B in the parametric mode must have an action on bridges, while
the elements of B in the pointwise mode need only act on paths. (Indeed, it is merely a
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coincidence that we have used the same syntax for the parametric and pointwise type
formers.) As such, we cannot expect to show that any element of the pointwise B is path-
equal to a t or f. However, we can expect that any pointwise Church boolean that arises
from a parametric Church boolean can be so characterized.

Within the pointwise mode, we have access to the type of parametric Church booleans
via the global type Glo(B). Such a term is a polymorphic function defined for all elements
of the parametric universe; by restricting it to discrete types, we can access its “underly-
ing” pointwise function.

Lemma 15.2.1. We have a function shadow € Glo(B) — B @ pt defined as follows.

shadow ¢ := AA. At. Af. undisc(unmod(c) (Disc(A)) (mod(t)) (mod(f)))

Proof. 1t is instructive to go through a typing derivation for the above term, working our
way inward from the outside. By the introduction rule for functions, we must type the
inner term in the context ' := (¢ : Glo(B),A: U,t: A, f : A). Next we come to undisc. To
apply Lemma 15.1.2, we must show the following.

I'.dsc > unmod(c) (Disc(A)) (mod(¢)) (mod(f)) € Disc(A) @ par

First, we have I' > ¢ € Glo(B) @ pt. AsI' = I'.dsc.cc, we can apply the projec-
tion for the global type to see that I.dsc > unmod(c) € B @ par. Next, we have
I' > A type @ pt; again using I' = I'.dsc.cc, we can apply the formation rule for the
discrete type to learn that I'.dsc > Disc(A) type @ par. Similarly, we use I'.dsc.cc >
t € A@ ptandI'.dsc.cc > f € A @ pt to derive I'.dsc > mod(t) € Disc(A) @ par
and I'.dsc > mod(f) € Disc(A) @ par. Applying unmod(c) at these arguments gives
I'.dsc > unmod(c) (Disc(A)) (mod(t)) (mod(f)) € Disc(A) @ par as required. O

In particular, if we take the “shadows” of the canonical parametric elements t,f € B @
par, we obtain their pointwise equivalents.

Lemma 15.2.2. We have the following equations.
shadow (mod(t)) =t € B @ pt shadow (mod(f)) =f € B @ pt
Proof. By the reduction equation for undisc. ]

Using the action of unmod on paths, we can then say that the shadow of any paramet-
ric Church boolean is equal to one of the canonical pointwise elements.

Theorem 15.2.3. For any ¢ : Glo(B), we have either a path (shadowc) ~» t or a path
(shadow ¢) ~» f.
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Proof. By the projection rule, we have (c: Glo(B)).dsc > unmod(c) € B @ par. Per
the argument in Section 10.1—which we can apply in the parametric mode—we either
have some path (c:Glo(B)).dsc > P € Path(B,unmod(c),t) @ par or some path
(c:Glo(B)).dsc > P € Path(B,unmod(c),f) @ par. Without loss of generality, let us
suppose the former is the case. Applying P pointwise, we have (¢ : Glo(B), x : I).dsc >
Px € B @ par, here using that dsc—like all of our modalities—commutes with path in-
terval hypotheses. We can then apply the global introduction rule and shadow to derive
c:Glo(B),x : I > shadow (mod(Px)) € Glo(B) @ pt, followed by path abstraction for
¢: Glo(B) > A'x.shadow (mod(P x)) € Path(Glo(B), shadowc, t) @ pt. O

Put another way, any pointwise K € Bool in the image of shadow is either ¢ or f up to
a path. This is perhaps not so useful in the case of Church booleans. However, the same
technique applies more generally: if we can show that a pointwise term is the “shadow”
of some parametric term, then we can deduce that it satisfies parametricity theorems. We
apply this technique to the case of the smash product in Section 15.4.

Codiscrete shadow In the particular example of Church booleans, it is also possible to
define the shadow of a Church boolean by instantiation at codiscrete types.

shadow’ ¢ := AA. At. Af. unmod(unmod(c) (Codisc(A)) (mod(t)) (mod(f)))

One obtains the same results: the shadow’ of any Church boolean is ¢ or f up to a path.
However, this route fails to generalize to type expressions containing inductive types.
Unlike the discrete embedding, the codiscrete embedding does not commute with such
type formers. For example, we have Codisc(A + B) # Codisc(A) + Codisc(B) in general,
as only the former contains bridges between inl and inr elements. In categorical terms,
this reflects that the codiscrete type is only a right adjoint, not a left adjoint, and so need
not preserve colimits.

The limits of shadowing We saw in Section 10.4 that internal parametricity suffices to
refute the (weak) law of the excluded middle; that is, we have some term of the following

type.
((A:U) — (b:Bool) X elimpg(_.U; b; =A, ==A)) — Void

Given the methodology just outlined, one may wonder if this result can be transferred
to the pointwise setting as well. In this case, however, the polarity is wrong. In the Church
boolean type (A: U) — A — A — A, the universe U occurs in a negative position (to
the left of an odd number of function arrows). We can therefore exploit the fact that
the pointwise universe is embedded in the parametric universe via Disc, restricting a
function defined on parametric types to one defined on pointwise types. In the type of the
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refutation of LEM_, on the other hand, U occurs in a positive position. In sum, although
we cannot decide the inhabitation of parametric types, this does not imply we cannot
decide the inhabitation of the “smaller” class of pointwise types.'

15.3 Bridge-discreteness

Before introducing cohesive parametric type theory, we already had a notion of discrete-
ness: the concept of bridge-discrete type introduced in Section 10.3. These play an im-
portant role in parametricity theorems that involve external type parameters, such as the
characterization of (B: U) — (A — B) — B for bridge-discrete A given in that section.
We would therefore hope that pointwise types brought to the parametric fragment by
Disc are bridge-discrete. This is indeed the case. (We do not, on the other hand, expect to
be able to show that every bridge-discrete type is isomorphic to one of the form Disc(A).)

Theorem 15.3.1. For any (cc | A : U), Disc(A) is bridge-discrete.

Proof. Per Lemma 10.3.3, it suffices to show that Bridge(Disc(A), do, d;) is a retract of
Path(Disc(A), dy, dy) for every do, d; : Disc(A). We take an approach similar to our proof
of boolean bridge-discreteness (Theorem 10.3.7), first defining a function into the Gel type
Gy = Gel,(Disc(A), Disc(A), Path(Disc(A), —, —)) as follows.

case d of

o= 2| | nod(a) - gel, (mod(a), mod(a), A' . mod(a))

€ Disc(A) — Gy

For this term to be well-typed according to Rules 14.4.13, we must show that we have
(cc|A:U),x:L(cc | a: A) > gel.(mod(a), mod(a), A'_. mod(a)) € Gy @ par. We
want to apply Gel introduction and Disc introduction in each argument. Looking at the
first, we then need ((cc | A: U),x:L(cc|a:A)\x).cc > a € A @ pt. This follows by
computing the effect of restriction and connected components on the context: we have
((cc]A:U),x:L(cc|a:A)\x).cc=A:U,a:A. The same argument allows us to type
the other two arguments. The key here is that we can guarantee a is apart from the
interval variable x, because it is hypothesized under cc: it only depends on the connected
components of its predecessors in the context. Using F,, we obtain a function from bridges
in Disc(A) to paths in Disc(A).

F = Ap.ungel(x.Fyx (p x)) € Bridge(Disc(A), dy,d;) — Path(Disc(A), Fy do, F1 d1)

'The pointwise excluded middle may of course fail for other reasons. Sattler has claimed that LEM_; is
in fact falsified in the Kan cartesian cubical set model of type theory [Sat18], a fact that would presumably
carry over to our computational interpretation.
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Conversely, we have a function G, — Disc(A) given by loosen and extent, as in the case
of Bool.

Ly = Ag.extenty(g; do.do, dy.d1, —._.q.loosenpjsc(a) (ungel(x.q x))) € Gy — Disc(A)

We next construct a term P, € (d : Disc(A)) — Path(Disc(A), Ly (Fx d),d) showing that
F is a right inverse to L,. By parametric elimination for the discrete type, it suffices to
show Path(Disc(A), Ly (Fx mod(a)), mod(a)) for all (cc | a : A). This follows from the
following sequence of paths and equations in Disc(A).

Ly (Fx (mod(a))) = extent,(Fy (mod(a)); dy.dy, di1.d1, —._.q.loosenpjsc(4) (ungel(x.q x)))
= loosenpisc(a) (ungel(x.gel, (mod(a), mod(a), A'_.mod(a)))) x
= loosenpisc(a) (A_. mod(a)) x
s> (M. mod(a)) x

= mod(a)
For any q:Bridge(Bool, dy, d;), the term Ag. A'y. Alx. P, (q x) y then has the following type.
Path(y.Bridge(Bool, Py dy y, P d1 y), loosenpisca) (F q), q)

By the same argument used to prove Theorem 10.3.7, we can use singleton contractibility
to replace F by some F’ € Bridge(Disc(A), dy, d;) — Path(Disc(A), do, d;) that satisfies
the above with Py dy and P; d; replaced by reflexive paths, showing that the bridge type
is a retract of the path type. O

We therefore have, for example, that ((B:U) — (Disc(A) — B) — B) =~ Disc(A) as
a consequence of Theorem 10.3.4. Polymorphic types like this one—where external point-
wise types appear wrapped in Disc—are also amenable to the construction of “shadows”,
as in the example below. (We leave the type-checking as an exercise to the reader.)

Proposition 15.3.2. Forany A: U and c: Glo((B:U) — (Disc(A) — B) — B), we have
an induced function shadow,s ¢ € (B: U) — (A — B) — B @ pt defined as follows.

shadowy4 ¢ == undisc(unmod(c) (Disc(B)) (map-disc (mod(f))))

The codiscrete type satisfies a complementary property: it is bridge-codiscrete, in the
sense that its bridge types are contractible. Here we see how the split operator allows us
to construct bridges in the codiscrete type.

Theorem 15.3.3. For any type (glo | A : U) and ¢y, c; : Codisc(A), the type of bridges
Bridge(Codisc(A), ¢y, c1) is contractible.
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Proof. We have an element P of the bridge type defined as follows.
P = Ax. mod(split, (unmod(cg), unmod(c;))) € Bridge(Codisc(A), cp, c1) @ par

Note that we type split in the context ((glo | A : U), co, c1 : Codisc(A), x : I).glo, with the
application of glo brought about by the introduction rule for the codiscrete type. The
global modality transforms the hypothesis x : I into x : 2, enabling us to analyze it with
split.

We prove uniqueness of P in a similar fashion. For any ¢ : Bridge(Codisc(A), ¢, ¢1),
we define a path S € Path(Bridge(Codisc(A), cy, ¢1), g, P) @ par from q to P as follows.

My Ax. mod(splitx(/lﬂ,. unmod(co), A'_. unmod(cy)) y)
Here we are applying split at a path type like so.
splitx()tﬂ,. unmod(cy), A'_. unmod(c;)) € Path(A, unmod(g x), unmod(P x)) @ par

That is, we know that unmod(g x) and unmod(P x) agree for any x : 2 by virtue of their
endpoint equations, and it follows by nature of the codiscrete type that g x and P x agree
for any x : L. m]

15.4 Iterated smash products

We now return to the showcase result of Part III, the characterization of polymorphic
pointed functions between smash products (Section 10.5). We see that given commuta-
tor and associator functions defined in the parametric mode, we can derive pointwise
functions that are guaranteed by parametricity to satisfy various coherence properties.

Preliminaries It will pay at this point to develop a more structured toolkit for deriving
shadows of parametric functions. First, we introduce shorthand notation for instantiating
a parametrically polymorphic function at a discrete type; we also here shift attention from
types to pointed types.

Definition 15.4.1. Given a pointwise pointed type (cc | A, : U,), we define its discrete
embedding as Disc,(A,) := (Disc(A), mod(ay)) € U, @ par.

Notation 15.4.2. Given X : U, > B type @ par, a function f: (X :U,) — B, and a type
(cc | A:U,), we define f <A, = f (Disc.(A.)) € B[Disc.(A)/X] @ pt.

Let us also explicitly define identity and composition of pointed functions.
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Definition 15.4.3 (Identity and composites of pointed functions). Given A, : U, in
any mode m, we define the pointed identity function id.(A.) € A, — A, @ m as follows.

id,(A,) = (Aa.a, A'_. ao)

Given two pointed functions f:A, — B, and g:B. — C,, we define their pointed composite
g« o« fr € Ay = C. @ m as follows

g« o fr = (Aa. g (f a), Alx. hcom® (g (fix);x =0 _g(fap),x =1 y.goy))

The second component here is the composite of the path A*x. g (f; x) from g (f ao) to g b,
with the path g from g b to cy.

We take a few basic algebraic properties of pointed functions for granted, namely the
unit laws and associativity of pointed composition.

The first essential result for constructing shadows is the following isomorphism, which
equates pointwise functions with globally-defined parametric functions between discrete

types.

Lemma 15.4.4. Given a pair of pointed types A., B.: U, and f.: A, — B,, we have a term
0+fx € Glo(Disc.(A.) — Disc.(B.)) @ pt. Conversely, given a global pointed function
u : Glo(Disc.(A.) — Disc,.(B.)), we have a term ¢,.u € A, — B, @ pt. The two functions
0. and ¢, constitute an isomorphism.

Proof. We define ¢. f. and ¢.u as follows.

Oufi
U

mod({map-disc f, A'x. mod(f; x)))
(Aa. undisc(fst(unmod(u)) (mod(a))), A'x. undisc(snd(unmod(u)) x))

One inverse condition holds up to exact equality: we have ¢.0.f. = f. € A, — B, for any
f+ : A. — B,. For the other, given any u : Glo(Disc.(A.) — Disc.(B.)), we have a path
0. ¢.u ~> u defined as follows. First we construct an auxiliary family of paths as follows.

H € Glo((d : Disc(A)) — Path(Disc(B), fst(unmod(¢.4.u)) d, fst(unmod(u)) d))
case d of ])

| mod(a) — unmod(undisc-uniq(unmod(u) (mod(a))))

H := mod (Ad.

Then we use this to define a path P from ¢..¢.u to u.

P = 2'y. mod({Ad. unmod(H) d y, A'x. undisc-uniq(fy x) y)) O
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The second key lemma is more specific to the smash product: we must know that it
commutes with the discrete embedding. From a categorical perspective, this follows from
the fact that Disc is both a left and right adjoint. Because it is a left adjoint (to Glo), it
commutes with colimits, here in the guise of a higher inductive type; because it is a right
adjoint (to cc), it commutes with products.

Lemma 15.4.5. For any pointwise pointed types (cc | A, B. : U,), we have a pointed
isomorphism A-disc € Disc,(A.) A Disc.(B.) =~ Disc.(A. A B,) @ par.

Proof. For the forward function F € Disc,(A.) A Disc.(B.) — Disc(A. A B,) @ par, we
go by induction on the smash product input. To cover the pair case, we define a map
Fpair € Disc(A) — Disc(B) — Disc(A. A B,) @ par.

| mod(a), mod(b) — mod({a, b))

Next we have F| € (v:Disc(B)) — Path(Disc(As A B,), mod(@)L),Fpair (mod(ap))v) @
par.

F = Av. [

case u, 0 of ]

| mod(b) — Aly. mod(spoke“(b, y))

The symmetric Fr € (u: Disc(A)) — Path(Disc(A. A B,), mod(@R),Fpairu (mod(by))) @
par is likewise definable. We then assemble these to construct the inverse map F.

[ case s of
| <<u’ 0» = Fpair uv
| @ — mod(®")
| spoke-(b,y) — F by
| @R — mod(@R)
|| spokeR(a,x) — Frax ]

Note that F {(mod(ag), mod(bp)) = mod({ag,bo)) € Disc(As A B,), so F is a pointed
function.

In the reverse direction, we make use of the adjunction between Disc and Glo, defining
first an auxiliary A, B, : U, > G’ € A, A B, — Glo(Disc.(A) A Disc.(B.)) @ pt.

[ case s of
| {a,b) — mod({mod(a), mod(b)))
| ®- — mod(®")
| spoket (b, y) — mod(spoke'(mod(b),y))
| @R — mod(@R)
|| spokeR(a, x) — mod(spokeR(mod(a), x)) ]
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We then transpose to define G € Disc(A. A B,) — Disc.(A.) A Disc.(B.) @ par as fol-
lows.

G =1 case w of
=Y mod(s) = unmod(G’s)

We leave detailed proofs of the inverse conditions as an exercise to the reader. The proofs
predictably follow the structure of the functions themselves. Briefly, to define a map

(s : Disc4(As) A Disc,(B,)) — Path(Disc.(As) A Disc.(B.),G (Fs),s)
we use smash product induction followed by discrete induction in each case; to show
(w : Disc(A« A B,)) — Path(Disc(A« A B,),F (Gw),w)
we first prove
(s: A, A B,) — Glo(Path(Disc(A. A B,), F (unmod(G’s)), mod(s)))

by smash product induction and then transpose. ]

Commutativity For our first concrete application, we show that any parametric com-
mutator that behaves correctly on Bool induces a pointwise commutator that is an iso-
morphism.
Assumption 15.4.6. We assume given a global commutator as follows.

comm € Glo((A, B, : U,) = Ay Ax B, = B. AL Ay) @ pt

We assume moreover that this term satisfies the following path equality.

comm Bool, Bool, (ff, ff)) ~»> (ff, ff))

We derive a pointwise commutator by instantiating comm at discrete types and then
applying ¢., using also that A commutes with Disc.

Definition 15.4.7 (Commutator shadow). Given pointwise types A., B.:U,, we define
commy A, B, € A, Ax B, — B, A A, @ pt as follows.

commp; A, B, = #.(mod(A-disc o, (unmod(comm) <A, <B,) o, A-disc™1))
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That is, we first apply the parametric comm at the discrete embeddings of A, and B., then
adjust by A-disc to obtain the following dashed composite function.

Disc,(A.) A, Disc.(B.) ﬁ Discs (As Ay B,)

unmod(comm) < A, <1B*J/ [

|
N2

Disc, (Bs) As Disc,(A,) ﬁ Discs (B. Ay Ay)
Applying ¢.(mod(—)) then yields a map A. A, B, — By A A,

We show that commy; A, B, is an isomorphism by checking that comm B, A, is its
inverse, i.e., that commy; B, A, o. comm; A, B, for any A. and B.. The aim is to reduce
this condition to the corresponding condition on the parametric commutator. To do so,
we need to know how ¢, interacts with function identity and composition.

Proposition 15.4.8 (Functoriality of ¢.). Given A,, B,,C, : U, and a pair of functions
u : Glo(Disc.(Ax) — Disc.(B.)) and v : Glo(Disc,.(B.) — Disc.(A.)), we have paths of
the following types.

id.(A,) ~ ¢.(mod(id.(Disc.(A,)))) € A, — A,
¢.0 o, $.u ~» ¢.(mod(unmod(v) o, unmod(u))) € A, — C.

Proof (sketch). The first of these two paths holds up to exact equality. The second takes
more work to establish; its proof involves undisc-uniq and, to relate the basepoint preser-
vation paths, the fact that mod (as a constructor for Disc) commutes with hcom. O

This work can be avoided by instead defining composition in the pointwise mode as
the shadow of parametric composition.

gi o2 £ := ¢, (mod(unmod(¢.g.) o, unmod(9.£.)))

The path ¢.0 o' 4 ¢.(mod(unmod(v) o, unmod(u))) then follows as a corollary of
the inverse conditions of the ¢.-4. isomorphism.

Theorem 15.4.9. commy; is a family of isomorphisms.

Proof. 1t suffices to show that for any A., B, : U,, we have a path in A, A, B, — B, A, A,
as follows.
commp; B, A, 0, commy; Ax By v id. (Ax As By)
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By functoriality of 4. and the path A-disc™! o, A-disc ~> id. (B, A A.), the left-hand side
is path-equal to the image by ¢.(mod(—)) of the following dashed composite.

Disc.(A.) Ay Disc,(B) ﬁ Disc. (A, A B,)
-dl

unmod(comm) < A, < B,

~

Disc.(Bs) As Disc.(A.)

|
|
|
|
|
|
|
:
unmod(comm) <« B, < A, :
|

~ g

Disc,(A.) A. Discs(B.) ﬁ Disc,(Ax As B.)

The composite map on the left is an instance of a parametrically polymorphic function:

AX.. AY..unmod(comm) Y, X, o, unmod(comm) X, Y,
m

By assumption, this function sends (ff,ff)) to (ff,ff) when instantiated at Bool. and
Bool.. By our characterization of such polymorphic functions in Part III, namely The-
orem 10.5.11, we can conclude it is path-equal to the identity function. Thus we have
commy B, A, o, commp; A, B, ~> ¢, (A-disc o, A-disc™!)
> #,(id. (A A By))
~ id, (As As By)

as required. O

Associativity and the pentagon We can apply the same chain of reasoning to the
associator, obtaining not only the isomorphism inverse conditions but also the pentagon
by parametricity.

Assumption 15.4.10. We assume given a global associator and candidate inverse as fol-
lows.

assoc € Glo((As, By, Cy : Uy) = (Ax Ay By) A G = Ax Ay (Bo AL Cy)) @ pt
assoc”! € Glo((A., B,,C. : U,) = A, A, (B, A C.) = (As Ay B,) AL C) @ pt
We assume moreover that these terms satisfy the following path equalities.

assoc Bool, Bool, Bool, ((ff, ff)), ff{)) ~» (ff, {(ff, ff)))
assoc” ' Bool, Bool,. Bool, ((ff, {ff, ff)) ) ~» ((ff, ff), ff)
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Definition 15.4.11 (Associator shadow). Given pointwise types A, B, Cs : U,, we de-
fine assocyt A« B+ Ci € (Ax Ax Bi) A G = As Ai (B AL Cy) @ pt as in the case of the
commutator, as the image under ¢.(mod(—)) of the following composite.

unmod(assoc) <A, < B, < C,

(Disc,(Ax) Ay Disc.(B,)) A Disc.(Cy) Disc. (A.) A« (Disc.(B,) Ax Disc.(Cy))
A-disc A, id«(Disc,(Cy)) | R 1] id«(Disc.(Cs)) A A-disc
~ ~
Disc.(As« A« Bi) Ax Disc.(Cy) Disc(A.) Ay Disc. (B, Ax Cs)

A-disc | 2 1| A-disc
~ ~
DlSC*((A* /\* B*) /\* C*) ____________ } DISC*(A* /\* (B* /\* C*))

We likewise define assocrjt1 Ay B, Cy € Ax A (Bx A Ci) = (As Ai By) AL C @ pt.

The statement of the pentagon identity involves the action of the smash product on
pointed functions. As with function identity and composition, we therefore need that the
parametric and pointwise action correspond across the ¢, isomorphism. As our objective
is to avoid reasoning about the smash product, we take the way out suggested in our
discussion of Proposition 15.4.8, defining the pointwise action so that the correspondence
is immediate.

Definition 15.4.12. Given pointwise pointed functions f. : A, — C, and g, : B, — D,
we define the map f. APt g € (Ax A By) =, (Ci A D,) as the “shadow” of its parametric
analogue (defined in Definition 10.5.6).

g APt f. := ¢.(mod(A-disc o, (unmod(0.g.) A, unmod(9.£)) o. A-disc™?!))
Now we have the main theorem, which proceeds exactly as with commutativity.

Theorem 15.4.13. assocy; is a family of isomorphisms and satisfies the pentagon iden-
tity.

Proof. To show that assocy; is an isomorphism, it suffices to construct two paths as follows
for every A,, B, C, : U.

assoc;t1 Ay B, Cy 0, assocpt Ay B Ci v id. ((As As B.) As Cy)
assocpt A« By Cy o, assoc;,[1 Ay B, Cy » id, (Ax Ax (Bs Ax Cy))
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Without loss of generality, we restrict attention to the first. As in the proof of Theo-
rem 15.4.9, the functoriality of ¢. allows us to reduce our goal to proving that the follow-
ing parametrically polymorphic function is the identity.

AX..AY,.AZ,.unmod(assoc™!) X, Y, Z, o, unmod(assoc) X, Y. Z,
m

(X*a Y*’ Z* : U*) - (X* A Y*) 7w Z* —x (X* A Y*) A Z*

We finish by applying Theorem 10.5.11. Finally, the pentagon identity asserts that the
following round-trip composite is the identity function on ((A. As B.) Ax Cs) Ax D,

“q %0 *g {20ssE v (*¥)*pI

Using the fact that ¢.. commutes with identities, composition, and the action of the smash
product on pointed functions (that is, converts A, to /\Et), we again reduce this to an
equation on a composite of parametric functions and apply Theorem 10.5.11. ]

These first few coherences give a sense of the effectiveness and limitations of our
approach. The method is easiest to apply when all the constructions involved in the co-
herence are induced from parametric constructions. In the statement of the pentagon
identity, for example, we use id., o., /\Et, assocp, and assoc;)tl. We have defined the latter
three terms as the shadows of parametric constructions, making the relationship between
the parametric and pointwise equivalents obvious. For id, and o,, we instead require a
lemma (Proposition 15.4.8) connecting the naive pointwise definition to the shadow of
some parametric term. For low-dimensional constructions like these two, the latter is fea-
sible; for a term like the associator, on the other hand, it would be much more difficult
to relate the “naive” pointwise definition to the shadow of assoc,;. On the other hand,
the exact definition of assocy, is less likely to be important to future “non-free” theorems
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than the definition of o,. There is thus an intuitive trade-off: while we can easily exploit
“free” theorems by using the shadows of parametric definitions directly, such definitions
are more difficult to reason with in the pointwise mode.



Chapter 16

Formalism

Building on the parametric formalism and presheaf model developed in Chapter 11, we
sketch an extension to a modal parametric type theory. Following the framework de-
veloped in Licata and Shulman’s adjoint logic [LS16] and used in Gratzer et al’s MTT
[GKNB20], we express the properties of the context modalities compactly by formulating
a mode theory.! This consists of the two judgments m mode and i : m — n we have
already encountered as well as a 2-cell judgment « : p = v : m — n specifying maps
between modalities, which together constitute a definition of a strict 2-category [JY20,
§2.3]. Each 2-cell @ :: g = v : m — n will induce a transformation .y - y®@ p:T.u @ m
between modal contexts. We also annotate each of the previously-existing judgments
with a mode.

Judgment Presuppositions Reading

m mode m is a mode

pg:m-—n (m,n mode) u is a modality from m to n
azp=>p :m—-on (L :m—on) aisa2-cell from pto
[ctx @m (m mode) I is a context at mode m

The logic of modalities we use—the set of rules mediating —.p and modal hypotheses—
is a mechanical specialization of the MTT framework. The negative treatment of the
modal type operators Disc and Glo is novel, though it might be viewed as an algebraiciza-
tion of a Fitch-style calculus [Clo18; BCMEPS20]. The discrete type we use is a restricted
version of MTT’s formulation of modal types, as discussed in Section 14.4.2.

Tn those works, the aim is to define a general formalism that can be instantiated at various mode
theories, while we are interested only in the specific mode theory describing the cohesive relationship
between pointwise and parametric modes. Nevertheless, specification in terms of mode theory judgments
is convenient for expressing the functoriality of modalities and naturality of transformations between them
concisely.

281
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Mode theory As always, we have two modes, the pointwise and the parametric.

par mode pt mode

We seed the modality judgment with the three basic modalities, then generate a cate-
gory structure by including an identity id and composition — ® —.

cc: pt — par dsc : par — pt glo : pt — par id:m—>m
vin—p p:m-—on p:m-—on p:m-—on
VOuU:m—p Uid=p:m—-n du=p:m—n
Tip—q vin—p H:m—on

(rRVv)@u=rn®(v®u) :m-—q

The 2-cell judgment, « :: p = g’ : m — n, codifies the adjunctions between the three
basic modalities and the fact that cc and glo both cancel dsc up to isomorphism. To avoid
some repetition, we encapsulate the basic adjoint relationships by an auxiliary judgment
m:p4v:n(presupposing y:m — nandv:n — m).

pt : cc 4 dsc : par par : dsc 4 glo : pt

The 2-cell judgment is then required to support the following morphisms: unit and
counit transformations for each adjunction, inverses for these in the dsc® cc and dsc®glo
cases, and vertical and horizontal composition operations endowing the mode theory with
the structure of a (strict) 2-category. (The former is “ordinary” composition of 2-cells, the
latter the action of — ® — on 2-cells).

m:pu4dv:n m:pu4v:n
unit: p®v=1id:n—n couzid=vu:m—-om
cou ! dsc® cc = id : pt — pt unit™! :: id = dsc ® glo : pt — pt
’ 4 44 ’
=P :m—-on azpu=>p:m—n

doazpuy=p":m—-on

frv=Vin—op azpy=py :m-—>n

fRazveou=v ey :m—p
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These are required to satisfy various equations we will not list explicitly: triangle
equalities relating the unit and counit of each adjunction, the fact that cou™ and unit™!
provide the inverses suggested by the notation, and the laws of a strict 2-category [JY20,
Proposition 2.3.4].

Contexts The collection of context formers is now extended with the application of
modalities, modal hypotheses, and endpoint hypotheses. Like other operations defined
by recursion in the computational framework—substitution, interval restriction—the ap-
plication of a modality here becomes a primitive context former.

I'ctx@n pg:m—on p:m—on F'urAtype@m I'ctx @ m
Fpctx@m IF'(u|A)ctx@n ['2ctx@m
vin—op p:m—n
lid=Tctx@m F'(veu)=Tw.puctx@m

Modalities in substitutions FEach modality has a functorial action on substitutions,
and each 2-cell moreover induces a substitution between modal contexts. These are re-
quired to preserve the 2-categorical structure—for example, we require I + y® id = y :
I' @ m—and we ask that each substitution {a} satisfies a naturality condition as shown
below.

p:m-—n ['ty:T@n azp=>vim—on
Npryoup:Tu@m Tvr{a}:Tu@m
azp=v:m—on I'ry:T

V'vi{ato(y®v)=(y@uo{a}:T.u@m

The rule for forming substitutions into a modal hypothesis matches the computational
definition, and the variable rule is as in Theorem 14.3.15.

p:m—n I'ry:T@n T.ur Atype @m 'prM:Aly®pul @m
I'tyM:T.(u|A)@n

pH:m-—n IF'prAtype @m
T.(u|A).urv:Alp®pul @m
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Endpoints and interval The bridge endpoint object is populated with the two end-
points, and is included in the bridge interval by way of a “boundary” substitution 4.

I' ctx @ par
THO0,:T.2@m I'r1,:T.2@m '2v+o0:I'1@ par

We express the interaction between the interval and action of modalities by a series of
isomorphisms (up to judgmental equality) corresponding to clauses of Figure 14.1. (While
these isomorphisms are equalities in the computational interpretation, we do not expect
this to be the case in all models.) For example, endpoint hypotheses (and path interval
hypotheses) commute with all modalities, while cc collapses interval hypotheses and glo
turns them into endpoint hypotheses.

Ictx@n pg:m—n Ictx@n H:m—on

F2.purexp:Tp2@m Fp2rexgy :T2.u@m
I' ctx @ par I' ctx @ par

I.cckcep:Tlcc @ pt I'Lglo+ gloy: T'.glo.2 @ pt

We ask that the two exchange substitutions ex,, and ex,; are mutually inverse (as
are their equivalents for paths) and that ccy and gloy invert the substitutions p; ® cc and
(@ ® glo) o exyg|, respectively. We also ask each substitution to be natural in I' and p
if applicable and interact correctly with interval-related substitutions; for example, we
should have T.pu + ex;2 0 (02 ® p) =0, : 1.2 @ m.

We do not impose any additional substitutions specifying the action of the modalities
on term hypotheses. It already follows from the existing rules for modalities and term
hypotheses that we have the following isomorphisms.

I.(p|A).dsc =T.dsc.(cc®p | Al{cou} ® u])
I.(u]|A).glo=T.glo.(dsc®p| A[{cou} ® u])
IF'(cc®pu|A).cc=T.cc.(u| A

That cc completely removes hypotheses not typed under cc, meanwhile, is not something
we want to require in all models (and indeed fails in the cubical set model described below).

Negative modal types The two negative modal types—Glo and Codisc—are specified
by rules following those we proved in Section 14.4.1. We show the rules for the global type
here, and leave it to the reader to infer the rules for the codiscrete type. With substitutions
now explicit, we see how the reduction and uniqueness equations involve the unit and
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counit substitutions. We note again the similarity between these rules and the rules for
the bridge type, with dsc playing the rule of —.I and cc the role of —.\r.

I'.dsc A type @ par Idsc+M:A @ par
I' + Glo(A) type @ pt I' - mod(M) : Glo(A) @ pt

I'.cc.dsc F Atype @ m I'.cc M:Glo(A) @n
I' F unmod(M) : A[{unit}] @ m

I'.cc.dsc - Atype @ m Fccdsc-M:A@m
I' + unmod(mod(M)) = M[{unit}] : A[{unit}] @ m

['.dsc+ Atype @ m I'+M:Glo(A) @n
I' - M = mod(unmod(M[{cou}])) : Glo(A) @ n

Discrete type Finally, our formal rules for the discrete type likewise mimic the suite of

rules proven in Section 14.4.2.

I'.cc + Atype @ par Icck-M:A@ par
I' + Disc(A) type @ pt I' - mod(M) : Disc(A) @ pt

I.cc+ Atype @ pt I'.Disc(A) + B type @ par
I'+ P : Disc(A) @ par [.(cc| A) F N : B[p.mod(v)] @ par

I + letdisc(B, P,N) : B[id.P] @ par

I'.cc - Atype @ pt I'.Disc(A) + B type @ par
F.cc-M:A@ par I'.(cc| A) + N : B[p.mod(v)] @ par

I + letdisc(B, mod(M), N) = N[id.M] : B[id.mod(M)] @ par

16.1 Cubical set model

To construct a model in cubical sets, we combine the pointwise and parametric models
described in Sections 3.3.1 and 11.1 respectively. We interpret judgments in the pointwise
mode as statements about the category PSh(EZ.) of cartesian cubical sets and judgments
in the parametric mode as statements about the category PSh(CP.x,) of cartesian-affine
bicubical sets. Henceforth we rename G and 6P, to GF; and GF),, respectively to reflect
their roles.
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Modal operators As with the interpretation of bridge interval context extension and re-
striction, we derive the modal context operators from functors between the two cube cat-
egories. We have two such functors, the connected components functor Comp : &, —
&7, and discrete embedding Disc : GF,; — BF,a,, both obtained by assembling the opera-
tions defined in Figures 14.1 and 14.2.

Comp(¥) = ¥.cc Disc(¥) = ¥.dsc
Comp(¥' Fy € ¥) = (:¥) ®cc Disc(¥' I+ € ¥) = (¢ : ¥) ® dsc

Per Proposition 14.2.14, Comp is left adjoint to Disc. Note that the global sections operator
cannot be defined as a map between the cube categories: the category GF,; contains no
“endpoint object”.

As described in Section 11.1, a functor F : C — D between index categories in-
duces an adjoint triple F, 4 F* 4 F, between the presheaf categories PSh(C) and PSh(D),
with the central functor F* : PSh(9D) — PSh(C) given by precomposition—F*(P)(c) =
G(P(c))—and F, F, : PSh(C) — PSh(D) by left and right Kan extension respectively.
Applying with Comp and Disc, we have in particular the following adjoint quadruple, our
cohesion situation. Here we also use the fact that Comp 4 Disc implies Comp, 4 Disc.

Comp,
/ 1 \
—— Disey —
PSh(E,4r) 1 PSh(5Z,1)
T Disc* —
Disc,

We interpret contexts in the pointwise mode as objects of PSh(GF,;) and contexts in
the parametric mode as objects of PSh(GF,.,). The first three functors of the quadruple
above accordingly implement the three modal operators on contexts: we interpret —.cc
by Comp,, —.dsc by Disc, and —.glo by Disc*. Recall again that Fi(&(c)) = &(F(c)), so
we know the connected components and discrete functors have the desired behavior on
interval hypotheses: Comp,(I) = &( -), Disc(Ip;) = Ioar, and so on. (We henceforth use
pt and par subscripts to disambiguate between objects in PSh(EF,;) and PSh(E5F,,,) when

necessary.) We can also quickly check that the connected components and global sections
functors cancel the discrete embedding, using formal properties of (), and (—)*.

Comp, o Discy = (Comp o Disc), = (idgg, )1 = idpsn(az,)
Disc” o Discy = Disc* o Comp” = (Comp o Disc)* = (idg, )" = idpsn(an,)
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Endpoints We may define the endpoint objects in each mode by the judgment defined
in Chapter 14: we set 2,,(¥) := {r | ¥ I r € I @ m}. We then interpret endpoint context
extension by product: [I'.2] := [T] X 2, for T ctx @ m, and terms T  r : 2 @ m by maps
[r] € [T] — 2. We can check that the global sections functor Disc* takes I to 2, as
follows.

Disc*(I)(¥) =I(¥Y.dsc) = {r | Y.dscrr el @par} = {r | Y rr €2 @ pt} = 2,(¥)

We can also characterize each endpoint object as the coproduct 2,, = 1,, + 1,, of two
copies of the terminal presheaf 1,,(¥) = {x}: there are two endpoints in any interval
context. Being left adjoints, Comp,, Disc;, and Disc* all preserve coproducts. Disc; and
Disc* are also right adjoints and thus preserve terminal objects, and we can manually
check that Comp,(1,) = Comp,(&(-)) = & () = 1p,. It follows that the three preserve
the endpoint object as required.

By interpreting the three basic modalities as above and composites by composition of
functors, we can interpret each y : m — n by a functor [y : PSh(G2,) — PSh(&Z,), and

so define [T.u] = [p]([T])-

Modal hypotheses Given a modality y : m — n, a semantic context G € PSh(&0,), and
a semantic pretype T over a [](G), we will define a new semantic pretype (u | T) over
G. Let us first consider the special case p = cc. We may define (cc | T) as follows.

(cc | T)(¥,g) = T(¥.cc, [cc](g))
(cc | T)(¥.g) =T((y:¥) & cc, [cc](9))

Here we make implicit use of the Yoneda lemma [Mac98, §III.2]: for any presheaf G €
PSh(C), the elements of G(c) are in (natural) correspondence with morphisms & (¢) — G,
with any g € G(c) inducing a : &(¢) — G defined by a(d)(f) = G(f)(g) and any
a : &(c) — G inducing a(c)(id.) € G(c). In the above, we first regard g € G(¥)
as a morphism g : &(¥) — G, apply the functorial action of cc to obtain a morphism
[ec](g) : &(¥.cc) = [ec](&(¥)) — [cc](G), then apply the Yoneda lemma once more
to regard this as an element [cc[(g) € [cc](G)(¥.cc). The effect, analogously to the
computational setting, is that an element of (cc | T) in some context instantiation g is an
element of T over the connected component of G to which g belongs.

This definition relies on the fact that cc takes interval contexts to interval contexts;
this is not the case for all modalities, thanks to the presence of glo. In the general case,
we compensate by quantifying over all closing substitutions using a categorical limit.

(1 | T)(¥,9) = lim (T(¥', [1](9) 0 h) | ¥ € G, b & (¥) — [u] (F(¥)))
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Explicitly, an element of (u | T) (¥, g) is a family of terms ty, € T(¥’, [](g) o h) indexed
by contexts ¥’ and closing substitutions A : &(¥’) — [u](&(¥)) and satistying the
property that T (i, h)(ty'p) = ty pox (y) for every ¥/ - ¢y € ¥/ @ m.

Finally, the extension G.(u | T) € PSh(GP,) of a context G by a modal hypotheses T
over [u](G) is defined as the ordinary context extension by (u | T).

G TH®) = > (| T)(¥.9)

geG(¥)

(G.(u I T)W)(g, 1) = (G (g), (u [ T)(¥, 9)(2))

Modal types We can interpret the two right adjoint modal types using the modal hy-
pothesis pretypes already defined. Given a semantic type T over [dsc](G), we define the
semantic type Glo(T) := (dsc | T); given T over [glo]](G), we likewise define Codisc(T) :=
(glo | T). We leave it to the reader to reconstruct the interpretations of the introduction
and elimination rules and Kan operators following their computational definitions.

For the discrete type, we must close (cc | T) under formal homogeneous composites.
Just as we construct the value relation for the computational type Disc(A) as the least
fixed-point of a process adding formal composite values, we can arrive at Disc(T) as a
sequential colimit of presheaves beginning with (cc | T) and adding a layer of formal
composites in each step. Alternatively, a second method of constructing cubical sets with
formal composites can be found in [CHM18, §2.4] in the context of constructing higher
inductive types.



Chapter 17

Conclusions

17.1 Related work

Cohesive type theory Lawvere’s axiomatic cohesion [Law07] defines an abstract, cate-
gorical setting in which the objects of one category may be regarded as “spaces” whose
“points” are drawn from another category. This framework was first applied in type the-
ory by Schreiber and Shulman [SS12], in the form of an extension of HoTT by axioms
capturing some consequences of a cohesive situation, in pursuit of synthetic quantum
field theory. Shulman [Shu18] proceeded to develop a second theory, this one extending
homotopy type theory by a combination of axioms and modal judgmental structure, to
more precisely capture the axioms of cohesion.

Shulman’s aim is to address HoT T’s inability to reason about non-homotopy-invariant
constructions, i.e., constructions that do not support coercion. His theory combines the
homotopical structure of HoTT with a second layer of topological structure, the two lay-
ers interacting via cohesion. This enables the use of HoTT-style synthetic homotopy
theory in the service of topological theorems, Brouwer’s fixed-point theorem being the
showcase example. Extensions to Shulman’s theory incorporating additional modalities
have been further used to capture differential topological structure [GLNPRSW17; Wel18]
building on ideas of Schreiber [Sch13]. On a different note, Kavvos has studied connec-
tions between cohesion and calculi for information flow [Kav19].

A major difference between our work and Shulman’s is that our cohesion is defined
around an explicit judgmental (bridge) interval: the connected components functor col-
lapses bridges, the global sections functor returns the type of elements in an empty bridge
context, and so on. In contrast, Shulman’s judgmental structure only includes modal fea-
tures; the connection to topology is established via axioms relating the modal operators
to the type of real numbers.

A more mundane difference is that we explicitly include two modes (pt and par). Shul-
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man’s theory instead takes place entirely in the “cohesive mode”, our par, taking the com-
posite operators b(—) := Disc(Glo(-)) and #(-) = Codisc(Glo(-)) as the primitive
modal types. It is still possible to speak of “pointwise” types in such a theory: roughly,
they are the types A such that a canonical map bA — A is an isomorphism [Shu18, Def-
inition 6.12]. Given that our objective is to use parametricity in the service of pointwise
theorems, however, we consider it clearer to give the pointwise world the status of a
full-fledged mode. Shulman’s formulation of the two type formers b and § nevertheless
bears clear similarities to our own modal types: # is specified by a negative elimination
rule, while b is positive and relies on a notion of crisp hypothesis paralleling our modal
hypotheses.

In addition to the b and § modalities, Shulman’s theory also includes a third shape
modality, written [, which corresponds to a composite Disc(CComp(—)) not available
as a type former in our theory. In Shulman’s theory, [A is defined as the localization of
A at the map R — Unit, where R is type of the Dedekind real numbers; this is to say
that [A is defined by contracting all images of R in A (all “topological” paths in A), an
operation that may be effected by a higher inductive type [Shu18, Definition 9.6; RSS20,
Definition 2.14]. It is then postulated, indirectly, that this operation is left adjoint to b
[Shu18, Axiom C0, Theorem 9.15]. If our schema for higher inductive types were extended
to allow bridge types in recursive arguments, it might be possible to similarly obtain a
connected component type former in our theory by localizing at “I — Unit”; however, it
is not clear that this would relate correctly to the primitive cohesive type formers.

There is, in any case, a major difference in focus. We concentrate on providing a
computational justification for our theory, which is largely orthogonal to Shulman’s goals;
he uses axioms freely in the specification of his theory, although he makes an effort to be
constructive whenever possible. The direction of application is also reversed: Shulman
uses homotopical methods to prove topological results, i.e., results in the cohesive mode,
whereas we use cohesive methods (parametricity) to prove results in the pointwise mode.

Modal type theory Modalities more generally have a storied history in type theory and
logic. The question of how to represent connectives like our cohesive operators that enact
a change of context has long been a source of consternation among proof theorists; only
relatively recently have well-behaved and general techniques for specifying modal logics
and type theories begun to appear.

Early modal logics, emanating from Lewis and Langford’s seminal axiomatizations
[LL32], are typically concerned with capturing necessity and possibility, introducing con-
nectives OA and ¢A to represent the propositions “A is necessary” and “A is possible”.
Another canonical application is to temporal reasoning, for example with connectives
representing “A holds later” or “A holds at time ¢”. We refer to [Sim94; PGM04; Kav16] for
detailed surveys of constructive modal logics in particular. Modal dependent type theories
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are much more recent [PR15; Shu18; GSB19; Zwal9; BCMEPS20], as the more complex
structure of a dependent context naturally complicates the treatment of modalities. Sim-
ilar issues arise in efforts to define dependent substructural type theories [CP02; Vak14;
KPB15], which, like modal type theories, place restrictions on how variables can be ac-
cessed from the context.

Fortunately for us, frameworks for defining modal type theories have recently be-
gun to crop up. Licata and Shulman [LS16] introduced the concept of a mode theory, a
2-category with modes as objects, modalities as morphisms, and maps between modali-
ties as 2-cells, as a way of specifying a system of modalities. Their work builds on that
of Reed [Ree09], who considers the special case of preorder mode theories. The gener-
alization was motivated in particular by cohesive type theory, which requires the two
parallel modalities cc, glo : pt — par. We use such a mode theory in the specification of
our formalism in Chapter 16. Licata, Shulman, and Riley [LSR17] further generalize the
Licata-Shulman framework to capture substructural phenomena.

The mode theory machinery was picked up by Gratzer, Kavvos, Nuyts, and Birkedal
[GKNB20] in their multimodal type theory (MTT), a framework for dependent modal type
theories. While our theory takes advantage of various simplifications appropriate to our
special case, MTT has been tremendously useful as a template. Our formulation of modal
hypotheses in particular is taken directly from MTT.

Our eliminator for discrete types is a restricted version of the MTT eliminator, which
would additionally permit the principal argument (P below) to be supplied beneath an
auxiliary modality.

MTT-ELim
v:par — m I'.v.cc > A type @ pt I,(v|d:Disc(A)) > Btype @ m
I'.v > P € Disc(A) @ par I,(v,cc|a:A)> N € B[mod(a)/d] @m

I' > letdisc,(d.B,P,a.N) € B[P/d] @ m

This parameter is necessary in general to take advantage of interactions between cc and
other modalities; note how v and cc are combined in the hypotheses of N. In the particular
case of cohesion, however, the only essential property of modalities of the form (v, cc) is
the equation I'.(dsc, cc) =T, and the v = dsc instance of the MTT eliminator is derivable
(Lemma 15.1.1) by use of the codiscrete type. (A similar derivability was observed by
Shulman for b-types [Shul8, Lemma 5.1].) This is fortunate, as the general rule would
seriously complicate the computational interpretation. Consider that when the ambient
context is an interval context ¥, the principal argument P is typed in context ¥.v. This
may not be an interval context: if ¥ = (x:I) and v = (glo, dsc), for example, then we have
¥.v = (x:2). We would therefore need to be able to evaluate terms in extended interval
contexts (possibly containing endpoints). We conjecture that a system could be designed
in which endpoint hypotheses can appear in genuine interval contexts and split becomes
a sheaf condition imposed on types, but our approach seems much simpler.
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The type formers Glo and Codisc diverge further from MTT, which gives positive
eliminators for all modal types. A similar projection rule was at some point considered by
Gross et al. [GLNPRSW 17] for §-types, but to our knowledge this formulation of cohesion
is otherwise novel. Similar situations—where a type former has two adjoints to its left, or
more generally has a left adjoint that is a parametric right adjoint—are analyzed in detail
in [GCKGB21]. Such structure has previously appeared implicitly in several type theories
of modal character [BGM17; BCMEPS20], as well as in nominal type theory [Chel2] and
our own treatment of affine interval variables.

The definitions of the modal context operators —.dsc and —.glo in our computational
interpretation perform what Nuyts et al. [NVD17] call left division on modal term hypothe-
ses, adjusting the modality of each such hypothesis. They trace this style of definition to
Pfenning [Pfe01] and Abel (as “inverse application”) [Abe08], while the broader idea of
marking the hypotheses in a context by different modes or modalities goes back to Avron
et al. [AHMP98]. Others have used a split context representation wherein the hypotheses
at each mode or modality are listed in their own context—see for example [PD01; Kav20].

Internal parametricity a la Nuyts et al. Nuyts, Vezzosi, and Devriese [NVD17], al-
ready mentioned in Chapter 12, also use modalities to formulate their type theory for
internal parametricity. We follow here the convention introduced in Chapter 12 of refer-
ring to their paths as “0-bridges” and bridges as “1-bridges”; we write Iy and I; for the two
intervals.

Their system is interpreted in a presheaf category PSh(BPCube) (bridge-path cubical
sets), which is cohesive over the category PSh(C8,) of cartesian cubical sets. (In fact there
is a string of five adjoint functors between them.) Here the objects of G0, should be thought
of as contexts of hypotheses x : I, while the objects of BPCube are contexts containing
both x : I and x : I; hypotheses. BPCube is not the equivalent to the product &2, x &,
however, as there is a map from the 1-bridge interval to the 0-bridge interval. That is, there
is some (¥, x:1;) F ¢y € (¥,x:1y). The cohesive situation arising from the inclusion
0. < BPCube then includes functors that send 0-bridges to 1-bridges and vice versa,
enabling the expression of parametric functions (which take 1-bridges to 0-bridges) as
elements of modal function types. Like Shulman, Nuyts et al. also design their type theory
around a single mode, corresponding to our par. The modal operators, like our —.dsc and
—.glo, are defined on term hypotheses by left division.

It may be possible, following this setup, to design a version of our theory where there is
amap I — L Insuch a system, the map loosen from paths to bridges could be defined using
the judgmental interval structure rather than the Kan operations, which is intuitively
appealing. However, complications arise from the affine nature of I. In particular, the
restriction operator — \ r would need to convert bridge variables to path variables rather
than deleting them, with consequences for the formulations of extent and Gel.
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Modalities and intervals As mentioned in Section 12.1, Nuyts [Nuy20] shows that V,
Gel, and similar types can be derived from the presence of a transpension type that is
available in all presheaf categories. His system is an instantiation MTT; the transpension
in particular is the modal type corresponding to a context operator @, indexed by an
interval term. This operator is right adjoint to (possibly affine) context extension (—, x:I),
making the transpension type former () x | —) right adjoint to interval quantification
(V(x :I) | =). Nuyts analyzes, among other things, how the properties of assumptions
x : I (such as structurality or affinity) affect the behavior of transpension. In the affine
cubical setting, the transpension of a type A is analogous to the type Gel, (U, Unit, _._.A).
Nuyts recovers the general Gel-type (there called the ¥-combinator) as a combination of
transpension and quantification over the boundary of r [Nuy20, §7.8]. The extent operator
(there the ®-combinator) is also obtainable using { x.

In our system, the Gel-type resembles, at least informally, a modal type corresponding
to the context operator —.\r, which is left adjoint to context extension by an interval. We
speculate that these two views of Gel—as deriving from a left adjoint — \ r or right adjoint
&, to context extension—are dual views of the equivalence between bridges and types in
an interval context.

Gratzer et al. [GCKGB21] also analyze affine interval variables as a modal phenomenon,
drawing out the commonalities between our rules for bridge types and the modal type for-
mers Glo and Codisc.

17.2 Outlook

We have now truly fulfilled the promise put forth at the start of Part III: that we can ap-
ply parametricity to the analysis of higher inductive types in cubical type theory. We
synthesize the recently well-developed body of work on type-theoretic cohesion to relate
a model with logical-relational structure to a “basic” model, allowing us to access para-
metricity results in the pointwise world and thereby translate Reynolds’ methodology to
Bernardy and Moulin’s internal parametricity. We find that while additional effort is re-
quired to drag free theorems from the parametric to the pointwise mode, we are still able
to take effective advantage of parametricity, as exemplified by our coherence theorems
for the smash product.

One question that remains—beyond those already discussed in Section 12.2—is whether
formal internal parametricity is able to prove results about a pure cubical formalism. In
our presheaf model, the judgments of the pointwise mode are interpreted exactly as they
are in their plain cubical equivalents introduced in Part I. The same is nearly the case
in the computational interpretation, with the minor exception that the inductively gen-
erated universes must now contain Glo types. It is therefore reasonable to say that we
can use internal parametricity as a tool to prove results in pointwise settings. We do not
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know whether this is true on the level of formalisms: is the modal parametric cubical
formalism conservative over the cubical formalism, in the sense that any theorem of the
pointwise mode expressible in the extended formalism is already provable in the basic
cubical formalism? We conjecture that this is indeed the case. However, one factor that
may inhibit a translation from cohesive parametric type theory to pure cubical type the-
ory is the pointwise type Glo(U). Naively, one might attempt to translate this to a type of
affine cubical types, i.e., families of types indexed by bridge interval context, but it is un-
clear if the type of such structures is internally definable. The similar question of whether
(semi-)simplicial types can be defined in homotopy type theory is a long-standing open
problem.

Recent work of Sterling and Harper [SH20] and Sterling and Angiuli [SA21] lays out
a system of synthetic Tait computability, suggesting that the internalization of logical rela-
tions is a technique with broader applications. In these works, the syntactic category of a
type theory is related by modalities to a gluing model, in which each type is equipped with
some computability structure. Our addition of cohesion to relate parametric and point-
wise theories brings an analogy between their work and internal parametricity closer
within reach.
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