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Abstract

We study the typing properties of closure conversion for simply-typed and polymorphic A-calculi.
Unlike most accounts of closure conversion, which only treat the untyped A-calculus, we translate
well-typed source programs to well-typed target programs. This allows later compiler phases to
take advantage of types for representation analysis and tag-free garbage collection, and it facili-
tates correctness proofs. Qur account of closure conversion for the simply-typed language takes
advantage of a simple model of objects by mapping closures to existentials. Closure conversion for
the polymorphic language requires additional type machinery, namely translucency in the style of
Harper and Lillibridge’s module calculus, to express the type of a closure.
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1 Introduction

The usual operational models of programming languages based on the A-calculus compute by sub-
stituting terms for variables in other terms. But substitution is expensive because it requires
traversing and copying a term in order to find and replace all occurrences of the given variable.
A well-known technique for mitigating these costs is to delay substitution until the binding of the
variable is required during evaluation [18, 1]. This is accomplished by pairing an open term with an
environment providing values for the free variables in the term. The open term may be thought of
as immutable code that acts on the environment. Since the code is immutable, it can be generated
once and shared among all instances of a function.

Closure conversion [30, 35, 7, 17, 16, 3, 38, 9] is a program transformation that achieves such a
separation between code and data. Functions with free variables are replaced by code abstracted
on an extra environment parameter. Free variables in the body of the function are replaced by ref-
erences to the environment. The abstracted code is “partially applied” to an explicitly constructed
environment providing the bindings for these variables. This “partial application” of the code to
its environment is in fact suspended until the function is actually applied to its argument; the sus-
pended application is called a “closure”, a data structure containing pure code and a representation
of its environment.

A critical decision in closure conversion is the choice of representation of the environment as
a data structure — for example, whether to use a “flat”, “linked”, or hybrid representation. This
decision is influenced by a desire to minimize closure creation time, the space consumed by an
environment, and the time to access a given variable in an environment [38, 31]. An important
property of closure conversion is that the representation of the environment is private to the closure,
and is not visible from the outside. This affords considerable flexibility in the representation of
environments and is thus exploited to good advantage by Shao and Appel [31] and Wand and
Steckler [38].

Most accounts consider closure conversion as a transformation to untyped terms, irrespective of
whether or not the source term is typed [35, 17, 3, 38]. This is adequate for compilers that make
little or no use of types in the back end or at run time. However, when compiling typed languages,
it is often advantageous to propagate type information through each stage of the compiler, and to
make use of types at link or even run time. For example, Leroy’s representation analysis [19, 32]
uses types to determine procedure calling conventions, and Ohori’s record compilation [26] uses a
representation of types at run time to access components of a record. In current compilers, these
phases must occur before closure conversion because the output of closure conversion is untyped.
Compilation strategies for polymorphic languages, such as those proposed by Morrison et al. [25]
and Harper and Morrisett [14], rely on analyzing types at run time to support unboxed represen-
tations and non-parametric operators, including printing and structural equality. Tag-free garbage
collection [5, 37, 24] for both monomorphic and polymorphic programming languages also relies
upon types at run time to determine the size and the pointers of objects. To support any of these
implementation strategies, it is necessary to propagate type information through closure conver-
sion and into the generated code. Consequently, the purpose of this paper is to show how closure
conversion can be formulated as a type-preserving transform.

We are therefore interested in type-based transformations as a basis for compiling polymorphic
languages. The crucial idea is to define a compiler as a series of transformations on both the program
and its type, possibly relying on type information to guide the transformation itself. Each stage of
the compiler is thus viewed as a type-preserving translation between typed intermediate languages.
Examples of such translations are given by Leroy [19], Ohori [26], Harper and Lillibridge [10], and



Harper and Morrisett [14]. In addition to the practical advantages of propagating type information
through the stages of a compiler, type-directed translation also facilitates correctness proofs by
defining the invariants of the transformation as a type-indexed family of logical relations [36, 8, 28,
33, 34].

We describe closure conversion in two stages. The first stage, abstract closure conversion, is a
type-based translation from the source language into a target language with explicit closures. The
translation is described as a deductive system in which the representation of the environment may
be chosen independently for each closure. In this way various environment representations, such as
those used by the CAM [7] and the FAM [6], as well as hybrid strategies, such as those suggested
by Shao and Appel [31] can be explained in a uniform framework.

The second stage, closure representation, is a type-based translation in which the implementa-
tion of closures is determined. The main idea is to represent closures as objects (in contrast to the
proposed representation of objects as closures [29]). Following Pierce and Turner [27] we consider
objects to be packages of existential type consisting of a single method (the code part of the clo-
sure) together with a single instance variable (the environment part) whose type (the environment
representation) is held abstract. This captures the critical “privacy” property of environment rep-
resentations for closures. In the simply-typed case we make direct use of Pierce and Turner’s model
of objects. In the polymorphic case we must in addition exploit the notion of translucency [11] (or
manifest types [20]) to express the type of a polymorphic closure.

The correctness of both the abstract closure conversion and the closure representation stages
are proved using the method of logical relations. The main idea is to define a type-indexed family
of simulation relations that establish a correspondence between the source and target terms of the
translation. Once a suitable system of relations has been defined, it is relatively straightforward
to prove by induction on the definition of the compilation relation that the source and target of
the translation are related, from which we may conclude that a closed program and its compilation
evaluate to the same result.

Closure conversion is discussed in descriptions of various functional language compilers [35, 17,
4, 3, 31]. It is closely related to A-lifting [15] in that it eliminates free variables in the bodies of
A-abstractions but differs by making the representation of the environment explicit as a data struc-
ture. Making the environment explicit is important because it exposes environment construction
and variable lookup to an optimizer. Furthermore, Shao and Appel show that not all environment
representations are “safe for space” [31], and thus choosing a good environment representation is
an important part of compilation. Wand and Steckler [38] have consider two optimizations of the
basic closure conversion strategy, called selective and lightweight closure conversion, and provide a
correctness proof for each of these in an untyped setting. Hannan [9] re-casts Wand’s work into
a typed setting, and provides correctness proofs for Wand’s optimizations. Hannan’s translation
is given, like ours, as a deductive system, but like A-lifting, he does not consider the important
issue of environment representation (preferring an abstract account), nor does he consider the typ-
ing properties of the closure-converted code. Finally, neither Wand nor Hannan consider closure
conversion under a type-passing interpretation of polymorphism.

We have put the ideas in this paper to practical use in two separate compilers for ML: one
compiler is being used to study novel approaches to tag-free garbage collection and the other
compiler provides a general framework for analyzing types at run time to determine the shapes
of objects. Propagating types through closure conversion is necessary for both compilers so that
types can be examined at run time. We have also found that typed closure conversion, along
with our other type-preserving translations, made it possible to find and eliminate compiler bugs
since we can automatically type-check the output of each compiler phase. Some compilers for



ML based on representation analysis [19, 32] also propagate type information through closure
conversion. However, their information is not enough to type-check the resulting programs because
polymorphism is implemented by coercions and all polymorphic types are represented by a single
type.

We assume that the reader is familiar with standard A-calculus presentations, ML language syn-
tax, and various type-theoretic constructs including existential types [23], and the module calculus
of Harper and Lillibridge [11]. We have attempted to use standard notation whenever possible. For
example, we write e[v/z] to denote capture-avoiding substitution of the value v for the free variable
x within e.

The remainder of this paper is organized as follows: In Section 2, we give an overview of closure
conversion and the typing issues involved for the simply-typed A-calculus. In Section 3, we provide
the details of our type-preserving transform for the simply-typed case. In Section 4, we give an
overview of closure conversion and the typing issues involved for the predicative fragment of the
polymorphic A-calculus. The formal development of this conversion is given in Section 5.

2 Overview of Simply-Typed Closure Conversion

The main ideas of closure conversion may be illustrated by considering the following ML program:

let val x = 1

val y = 2

val z = 3

val f = Adw.x +y + w
in

f 100
end

The function f contains free variables x and y, but not z. We may eliminate the references to
these variables from the body of £ by abstracting on an environment env, and replacing x and y
by references to the environment. In compensation a suitable environment containing the bindings
for x and y must be passed to £ before it is applied. This leads to the following translation:

let val x = 1

val y = 2

val z = 3

val £ = (Jenv. A\w. (#x env) + (#y env) + w) {x=x, y=y}
in

f 100
end

References to x and y in the body of £ are replaced by projections (field selections) #x and #y
that access the corresponding component of the environment. Since the code for £ is closed, it may
be hoisted out of the enclosing definition and defined at the top-level. We ignore this “hoisting”
phase and instead concentrate on the process of closure conversion.

In the preceding example the environment contains bindings only for x and y, and is thus as
small as possible. Since the body of £ could contain an occurrence of z, it is also sensible to include
z in the environment, resulting in the following code:



let val x = 1

val y = 2

val z = 3

val £ = (Jenv. Aw. (#x env) + (#y env) + w) {x=x, y=y, z=z}
in

f 100
end

In the above example we chose a “flat” (FAM-like [6]) representation of the environment as a
record with one field for each variable. Alternatively we could choose a “linked” (CAM-like [7])
representation in which, for example, each binding is a separate “frame” attached to the front of
the remaining bindings. This idea leads to the following translation:

let val x = 1
val y = 2
val z = 3
val £ = (lenv. Aw. (#x(#1link(#link env))) + (#y(#link env)) + w)
{z=z, link={y=y, link={x=x}}}
in
f 100
end

The linked representation facilitates sharing of environments, but at the expense of introducing
link traversals proportional to the nesting depth of the variable in the environment. The linked
representation can also support constant-time closure creation, but this requires re-using the current
environment and can result in bindings in the environment for variables that do not occur free in
the function (such as z above), leading to space leaks.

These simple translations fail to delay the application of the code to its environment under
call-by-value evaluation. A natural representation of a delayed application or closure is an ordered
pair (code, env) consisting of the code together with its environment. Application of a closure to
an argument proceeds by projecting the code part from the closure and applying it simultaneously
to the environment and the argument according to some calling convention. For example:

let val x = 1

val y = 2

val z = 3

val code = Aenv. Aw. #x(env) + #y(env) + w
val env = {x=x, y=y}

val f = (code, env)
in

(#1 £) (#2 £) 100
end

But since code has a type of the form 7y — 7™ — 79, where 7y is the type of the environment
env, the closure as a whole would have type (7ye — T1 — T2) X Tye, showing the type of the
environment explicitly. That violates the “privacy” of the environment representation. As a result,
using this translation on a well-typed source program will not, in general, result in a well-typed
target program. For example, consider the following ML source program with type int — int:



A;T ey :3to’
Aw{thl'w{zwo'}Fey:o (tg FTV(o),t¢& A)

A;['open € as t with 2 in ey : 0

AT ke o[r/t]
A;'F pack 7 with e as dt.o

Figure 1: Typing Rules for Existentials

let val y = 1

in
if true then
AX. x+y
else
Az.z
end

Performing the translation above yields:

let val y = 1

in
if true then
(Aenv. Ax. x + #y(e), {y=y})
else
(Menv. Az. z, {})
end

This program fails to type-check because the then-arm of the if-expression has type ({y:int} —
int — int) x {y:int} while the else-arm has type ({} — int — int) x {}.

In order to preserve types in the target language, the representation of the environment may
be hidden using existential types [23]. Figure 1 gives the typing rules for existentials. A pack
operation pairs a type 7 with a value e as an existential, holding 7 abstract as a type variable, ¢.
An open operation takes a package e; and opens it, binding the abstract type to t and the value of
the package to @ within the scope of e;. The abstract type ¢ is constrained so that it cannot leave
the scope of the open construct, hence the restriction that ¢ not appear in the free type variables
of .

Using pack, we can hide the type of the environment for a closure value as follows:

pack Ty with (code,env) as Jtye.(tve = 71 — T2) X tye.

A closure of type 171 — 73 is represented as a package of type Jtye.(tve = 71 — T2) X tye Where the
type of the environment (7y.) is held abstract as tye. Under this translation, the example above
would be translated to:



let val y = 1
in
if true then
pack {y:int} with (Menv. Ax. x+#y(env),{y=y})
as Jtye.(tye = int — int) X tye
else
pack {} with (Menv. Az.z, {})
as Jtye.(tye = int — int) X tye
end

Since the types of the arms of the if-expression agree, the target code is well-typed with type
tye.(tve = int — int) X tye.
An application e e’ is correspondingly translated to the expression

open e as tye with z : (tye = 71 = T2) X fye
in

(#1 z) (#2 z) &’
end

which opens the package, extracts the code and environment, and applies the code to the environ-
ment and the argument.

This representation of closures bears a striking resemblance to the model of objects suggested
by Pierce and Turner [27]. In their model an object has a type of the form 3¢.t X 7[t], where t is the
type of the instance variable(s) and 7[t] is the type of the method(s). According to the foregoing
account, closures may be thought of as objects with one instance variable (the environment) and
one method (the code).

3 A Formal Account of Simply-Typed Closure Conversion

In this section we present the details of closure conversion for the call-by-value, simply-typed A-
calculus. The conversion is described in increasing detail by three stages: The first stage, abstract
closure conversion, converts each function to a closure but holds the representation of the closure
abstract. To simplify the presentation, some freedom is allowed in the construction of environments,
but no shared environments are used. The second stage, environment sharing, adds more structure
to the translation thereby allowing environments to be shared. The third stage, closure representa-
tion, makes the representation of closures explicit through the use of translucent sums. Each stage
is defined as a type-directed translation and the correctness of the translations is established using
logical relations.
The syntax of the source language is defined as follows:

Types Tu=b | o7
Expressions e =c | © | Ax:iT.e | €1 e
Values va=c | Azitoe

Types (1) consist of base types (b) and function types (—)!. Expressions (e) consist of constants
(¢) of base type, variables, abstractions, and applications. We use ' to denote a sequence of type
bindings of the form {z1:71,...,2,:7.}, (n > 0) where the z; are distinct. The judgement I' e : 7

'The results of this paper easily extended to other source types including products and sums.



asserts that the expression e has type 7 under the type assignment ', and is derived from the
standard typing rules of the simply-typed A-calculus. We define the dynamic semantics of the
language using a judgement of the form e < v (e evaluates to v). The judgement is derived from
the following standard inference rules for call-by-value evaluation:

€1 <> AriTi e e > vy e[vy/r] = v
€1 €2 — VU

V—=v

3.1 Abstract Closure Conversion

The target language for abstract closure conversion, A% | is defined as follows:

Types Tu=b | =T | (71 X...XT,) | code(Tye, T1,T2)
Fapressions eu=c | z | e; eq | (e1,...,€,) | mi(€) | AvyerTye. A1 € | (€1,€2)
Values vi=c | AyeiTyve. AziTr. € | (U1, .., 00) | (U1, 02)

In the introduction we informally presented closures as partial applications. As noted, we wish
to delay this partial application until the closure is applied to an argument, so that the code and
environment remain separate and the code can be shared among each instantiation of the closure.
Therefore, in this account of closure conversion, we represent the delayed partial application as an
abstract closure of the form ((e, ey.)) where e is the code and ey, is the environment. This allows
us to distinguish between delayed partial applications (closures) and closure application (e e3).
Code expressions, Alye:Tye.AZ:T1.€, are a restricted form of closed A-expressions that abstract both
an environment (zye) and an argument (z). The types of code expressions are also distinguished
from the types of closures and are written as code(Tye, 71, 72) Where 7y, 71, and 7 are the types of
the environment, the argument, and the return value respectively.

The typing rules for A% are standard except for code and closures, which are defined as follows:

{ZyeiTye, 2T} F ey I'Fe:code(Tye, T1,72) I'F eye : Tye
I'F AzyeiTye. Az:iTy.€ : code(Tye, T1, T2) I'F (e, eve) 171 — T2

Since we require code to be closed in order that it may be hoisted to the top level, only xye:7ve
(the environment) and z:7; (the argument) can be assumed when typing the body of the code. A
closure consisting of code of type code(7ye, 71, 72) and an environment of type 7ye has type 71 — 7,
corresponding directly to the typing of the partial application of the code to its environment. Tuple
types (14 X ... X 7,) and tuples (ey,...,e,) are introduced to represent environments of closures.

Evaluation of the language is defined using the following inference rules which allow us to
conclude a judgement of the form e — wv.

o b €1 V] ... €p < Up €< (V1y...,Up)
<€17"'7€n>(_><vl7"'7vn> ﬂ'i(@)(—>v2’
€1 ¥ V1 €3 ¥ Ug €1 2 (ATyeiTye ATITL.€, Uye)) €2 > V2 €[Uye/Tye, V2/T] — v
(€1, e2) < (v1,v2) €1 €3 ¥ U

When a closure is applied to an argument, the environment and the argument are substituted for
the corresponding variables and the body of the code is evaluated.

We define abstract closure conversion as a type-directed translation from the source language
to A in Figure 2. The translation is formulated as a deductive system with judgements of the
form T;2:7 > e ~ €, and T;2:7 > [V ~ €l where I' and T” are source type assignments, 7 is



(const) Isa:t> e~ (arg) Diarpa~a (env) {x1im, .., 20T 2T b 25~ T (Tye)

D'’ oI~ ege Tizmpe~ € Iiairoeg~ e [ampey~é)

Uy a':rm' o dwire ~ ((Azyer|T| AT, € ege)) (app) [ia:m > ey eg ~ €] €

(abs)

ierpbar~er o0 erba, ~ ey

Tw{zr}Fa;:m)

conterxt
( ) Usairo{army, o 20 f ~ (61, ..., €,)

Figure 2: Simply-Typed Abstract Closure Conversion

a source type, € is a source expression, and ¢’ and e/, are target expressions. The variable z is
considered as the current argument while the other free variables in a source expression should be in
' and accessed through the current environment in the translation. The judgement I'; 2:7 > e ~ €’
asserts that €’ is the translation of e under the assumption that I'w{z:7} e : 7’ for some 7. The
judgement I';z:7 > T ~+ €, asserts that e, is an expression that evaluates to the environment
corresponding to I under the assumption that each binding in [ occurs in I'wW {2:7}. Note that
the order of bindings in I' is important, and thus it is considered to be a sequence and not a set.

In a translated expression, . is always used to hold the current local environment. Con-
sequently, the translation rule (env) maps a source variable z; found in the ith position of type
assignment T to the i** projection of the environment variable zy., while the rule (arg) translates
the argument variable z to itself.

The translation of an abstraction produces a closure consisting of code and an environment. To
construct the environment, we choose a type assignment I'V such that I'; 2":7/ > TV ~ ey, is derivable
via the (context) rule and I'; z:7 > e ~» ¢’. These two constraints can be summarized by saying that
every binding in I can also be found in I'w {2":7'}. In a more detailed formulation, I would be
obtained from I' W {2":7'} via the application of strengthening and exchange rules. Furthermore, T’
is required to contain bindings for all of the free variables in the original function Az:7.e. However,
[ may also contain bindings from T' W {2":7'} that do not occur free in the function. Therefore,
there are many choices for IV and we can chose it so as to minimize the running time and/or
space consumed by the target code. The environment itself is constructed via the (context) rule

by translating each of the variables occurring in I (namely xy,---,2,) to the target expressions
€1, -+, €,. The resulting expressions are placed in a tuple ({ey,...,€,)) to form the environment
data structure of the closure. The environment has type (r; X --- X 7,) which we summarize by
writing |IV].

To produce the code of the closure, we translate the body of the source function under the
strengthened assumptions I'; 2 :7, producing the body of the code, ¢, and then we abstract the
environment and argument, resulting in Awye:|T7|. Az:r. €.

The derivation of a translation is very closely related to the typing derivation of the source
program. In particular, by an examination of the translation rules and by virtue of the source
language being explicitly typed, it is clear that if we have a derivation of I';x:7' > e ~ €/, then
there exists a unique 7 such that we can construct a derivation of I' W {z:7'} ke : 7. Consequently,
we can easily show that the translation preserves the type of a source program in the following
sense:



Lemma 1 IfTwW{e:r'}Fe:7 and T;a:7" > e~ €, then {aye : [T, a7’} e 7.
Proof. By induction on the derivation of I'; 2:7" > e ~ €.
Case (arg). I';z:7’' > o~ 2 and {aye|l], 27"} 2 o 7.

Case (env). Let T be {x1:71,...,2,:7,}. Then T'W{x:7"} b a; : 7. Further, {ae:|T], 27"} b 2ye :
(11 X ... X 7). Hence, {zye:|'|, 7'} F wi(2ve) © 7.

Case (abs). By the second induction hypothesis, {@ye:|I"|,z:m} € : 73, Thus {@y:|l'],2":7'} F
Aye:|TY|. Azi7y € code(|TY], 71, m2). By the construction of ey, it is clear that ' F ey @ |TV].
So by the typing rule for closures, {@ye:|l'], 2":7"} B (Azye: |17 Az:T €, eve)) : T1 — T2

Case (app). We know that T';2:7" > ey ~ €] and for some 7, T W {z:7'} ke, : 7y = 7, and by
induction this implies {@ye:|['|,2:7'} F €] : 71 — 7. We also know that I';z:7" > €3 ~ €
and T'W {a:7'} F ez : 7, and by induction this implies {@ye:|T|,2:7'} F €5 : 7. Hence,
{zve:|l|, 27’} F €] € i 7.

a

Using a dummy argument (2:b) to translate an entire closed program, it is clear from the
previous lemma that the translation preserves the program’s type.

Theorem 1 If ) F e and O;x:b> e~ €', then O € : 7.

To prove the operational correctness of the translation, we use a type-indexed family of logical
relations relating closed source expressions to closed target expressions (~ ) and closed source values
to closed target values (= ). The relations are defined by induction on source types as follows:

e~ e if e—wvande — v and v, v
CcC =y C
v Rz, g, v i for all vy g v, v v~ U0

We extend the relation to finite source () and target substitutions (7’) mapping variables to their
respective class of values. These relations are defined as follows:

Y z{l’lﬂ'ly...,l’nﬂ'n} [<U17 .. .,Un>/$ve] iff 7($2) i Ui for 1 <i<n.
Y Rl [V Tve, v/ 7] iff v &r [v/eve] and y(z) ;0.

The following lemma shows that the translation of a variable and an environment evaluates to
the corresponding value.

Lemma 2 Let v =1z, 7.
1o IfDyesr’ bar and Ty 2':7" > o~ e, then v'(eg) — v and y(z) =; v.
2. If Ty a1V~ eye, then v/ (eve) — v and v == [0/ 2ve).
Proof. Claim 2 is clear from 1. So we only present the proof for 1.
Case (arg). It is clear that 7 = 7'. By definition, v (') =, v'(2’). Hence, v(z') ~, v'(2').

Case (env). Let T be {x1:71, ..., 20 Tn}. ¥ (7i(2ye)) = 7ilv1, ..o, v,) <> v;. By definition, v (a;) =,

1

vy



With this lemma in hand, we can establish the correctness of the translation.

Theorem 2 (Operational Correctness) Let v ~p,v.. v'. IfT W{a":7'} e : 7 and T;2":7' >
e~ €, then v(e) ~; ~'(€).

Proof. By induction on the derivation of I'; 2":7" > e ~+ €'

Case (arg) and (env). Clear from Lemma 2.

Case (abs). Let v =, v'. By the first induction hypothesis, we know that T';a":7" & T ~+ eye. Tt
is easy to show that for some vye, 7/(€ve) = vve. By Lemma 2, y[v/2] =1 p0r, [Uve/Tve, v/ 2].
By the second induction hypothesis, y[v/z]e ~;, [vye/Tve, V'/x]€’. Thus y(Az:ri.€) ~s oy
Y (Mg T A2 € ege ).

Case (app). By the induction hypothesis, y(e1) < vy, 7'(e}) — vf, and v; =, _,,, v} and
v(e2) <= vg, ¥'(€}) < vh, and vy =, vh. Then by the definition of ~ | vy vy ~,, v{ v5. Thus

2
(€1 e2) ~r, V(€] €5).
a

This theorem and the definition of the relations imply that for a closed program with a base
type, the results of evaluation of the original program and its translation are the same. As a
corollary, it is clear that various translations of a program have the same operational behavior.

Corollary 1 (Coherence) If 0t e : b and Q;2:b > e ~ e and 0;2:b > € ~+ e, then eg < ¢ iff
€9 — C.

3.2 Sharing Environments

Some implementations of functional programming languages use environments with nested struc-
tures that may share some portions of the environment with other closures. Sharing environments
decreases the amount of space consumed by a closure and decreases the time to construct the
closure’s environment. However, sharing can also require extra instructions to access a variable’s
binding in the environment. Furthermore, sharing environments naively can lead to space problems
in the presence of a standard tracing garbage collector. In this section we extend our closure con-
version to allow for but not require shared environments. We do so by adding extra structure to the
typing contexts of the translation judgement and use this extra structure to guide the construction
of [possibly] shared environments. We then show how the resulting translation subsumes a wide
variety of environment representations used in practice.

In the previous section, translation judgements were of the form I'; 2:7 > e ~+ ¢’ where I' was a
flat type assignment of the form {zy:7, ..., 2,:7,}. Here, we add extra structure to the translation
judgement by using nested type assignments defined as follows:

O u={a:7} | (O1,...,0,,)

A nested type assignment is either a single type binding or a sequence of nested type assignments.
The environment corresponding to the type assignment © is represented in the target language by
type |©| where [{z:7}| = 7 and [(©1,...,0,)] = (|01] X ... X |O,,]). Clearly, we can obtain a

10



O;a" ' > {aT} ~ e
O;2": 7> a6

(arg) {z:r};a’m' > {a"i7'} ~ 2 (env) ©;2:T > O~ Ty (var)

Q27> 0O~ 6
(O1,...,0,);2:7 > 0O ~ e[m(@ve)/Tve]

(subenv)

Q2701 ~ e - Ozt O, ~ e,
O;2:7 > (O1,...,0,) ~ (e1,...,€,)

(env-tuple)

Figure 3: Simply-Typed Closure Conversion using Nested Environments

non-nested type assignment (I') from a nested type assignment (©) simply by dropping the extra
structure. Hence, we consider © to represent a nested type assignment as well as its corresponding
flat type assignment.

The relevant translation rules for closure conversion with nested environments are given in
Figure 3. The other translation rules are the same as in Figure 2, replacing I' with ©.

The (arg) rule translates a nested type assignment consisting of only the current argument to
the variable itself. The (env) rule gives us the current environment directly as 2. allowing us to
avoid creating a copy. This rule, coupled with the (env-tuple) rule allows us to construct shared
environments as nested tuples. If we translate © to e under the type assignment ©;, then the
(subenv) rule lets us translate © to e[m;(2ve)/®ve] under a type assignment which contains ©; as
the i*? component. Variable z is translated as a nested type assignment {z:7} by (var).

As an example, in the following translation the current environment is reused to construct the
environment of the closure:

(zyunt, zount); z'unt > (Azunt.z’ + 21 + 22) ~

{(NeyerT Avant. g (2ve) + 71 (72(2ve)) + 72(m2(Tve)), (2, 2ve) )

where 7 is (int x (int X int)). The new environment for the closure is constructed by pairing the
current argument, z’, and the current environment, xy.. By reusing a portion of an environment
we can reduce the cost of creation of a closure. If we use the translation given in Figure 2, then
constructing the new environment would require projecting the values for z; and z5 out of the
current environment and then these values and the current argument would need to be placed in a
newly allocated tuple.

As with flat type assignments, it is easy to prove that a translation of a program using nested
type assignments preserves the type of the program and the operational correctness of the transla-
tion may be proved by using logical relations.

Nested type assignments are flexible enough to represent various environment representations
used in practice. For example, the Categorical Abstract Machine or CAM [7] uses linked lists to
represent environments. This is reflected in our framework by restricting the shape of nested type
assignments and by restricting the (env-tuple) rule to “cons” the current argument onto the current
environment:

(CAM context) O, u={a:r} | {z:7},0,)
(env-tuple)  Og; T > (2:7,0,) ~ (T, Tye)

The advantage of the CAM strategy is that the cost of the construction of a new environment is
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constant. However, in the worst case accessing values in the environment takes time proportional
to the length of the environment.

In contrast, the FAM [6] uses flat environments with no sharing. The closure conversion of Fig-
ure 2 accurately models the environment strategy of the FAM if we choose a specific strengthening
strategy in the (abs) rule where only the free variables of the function are preserved in the resulting
closure’s environment. The advantage of the FAM environment representation is that the cost of
variable lookup is always constant and the representation is “safe for space” [3] according to Ap-
pel’s definition. However, constructing the environment for a closure takes time proportional to the
number of free variables in the function and closures cannot share portions of their environment.

Clearly, there are a variety of other strategies for forming environments. For example, the shared
closure strategy described by Appel and Shao [31] that is also safe for space can also be formulated
in our framework. However, to determine a good representation for each closure’s environment
requires a good deal more information including an estimate as to how many times each variable
is accessed, when garbage collection can occur, what garbage collection algorithm is used, etc.

3.3 Closure Representation

Abstract closure conversion chooses an environment representation for each closure and makes the
construction of closures explicit. We have shown how making the environment construction explicit
facilitates a variety of strategies that attempt to minimize the space consumed and running time
of the resulting program. Furthermore, by making environment construction explicit, we expose
operations that are implicit at the source level to an optimizer at the target level. In particular,
an optimizer might notice that the same environment is constructed in two places and replace the
second construction with a reference to the first. However, abstract closure conversion makes the
extraction of the code and environment in an application implicit in the operational semantics.
Ideally, these extraction operations should be explicit so that an optimizer can eliminate redundant
projections. For instance, if the same closure is repeatedly applied to some arguments in a loop,
we should be able to extract the code and environment of the closure one time, name these values,
and then use these names within the loop.

A first attempt at making the extraction of the code and environment explicit is to represent
closures as pairs (i.e., 2-tuples) in the target language and simply use projection (7). However,
we argued in the introduction that this naive translation does not preserve types. The difficulty is
that the environment’s type is exposed in the translated type. Consequently, two expressions with
the same source type will not in general have the same target types when translated. This problem
is solved by hiding the type of the environment through the use of existential types [23], as Pierce
and Turner did for objects [27].

We therefore define a target language A7 with existential types as follows:

Types 1= b |t | (mmX...x1,) | code(rye,T1,72) | It.7

Fxp’s en= ¢ | er(eg,e3) | AvyerTve A€ | (€1,...,€,) | mi(€) | pack T with eas T
open e; as ¢ with z:7 in ey

Values v = ¢ | AxyeiTye Az:T.€ | (v1,...,0,) | pack 7 with v as

This language is the same as A% except for the addition of package values of type 3t.7 that pair
an abstract type (¢) with a value of type 7. Function types (—) are no longer necessary because
they can be represented using other type constructors (namely 3 and code(7ye, 71, 72)). In order to
prevent the partial application of the code to its environment, we restrict applications to the form

€1 (627 63) .
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Typing judgements for A3 are of the form A;T F e : 7 where A is a list of type variables and
I’ is a type assignment. We assume that the free type variables of I' and the free type variables of
e and 7 are contained in A. The typing rules for A¥ are similar to the rules for A except for the
introduction and elimination-rules for existentials:

AT kEe 7|1 /t]
A;T'Fpack 7/ with e as Jt.7: 3.7

AsThe:Ttr AWw{thTw{ar}te 7" (t & FTV(T))

/

A;T'Fopen e as ¢ with x:7 in € : 7

Similarly, the operational semantics of A3 is the same as for A% except for rules involving existentials
and application:
€= v
pack 7 with e as 7/ < pack 7 with vas 7/

€1 < pack 7 with vas 7' ey[n/t][v/z] — v
open e; as ¢ with z:7 in ey — v

e1 = (AyiTye. AziT1.€) €3 = v e3> vz e[va/yl[vs/a] = v
e1(ez,e3) = v

We begin by defining a translation from A% to A7 types, denoted |7| and defined as follows:

o] = b
[ X ...x 1) = (ml x... x|
|code(Tye, T1,72)| = code(|Tvel, |T1],|72|)
|71 — 2| = Ftve.(code(tye, |T1], |T2|) X tve)-

The translation of an arrow type is a pair consisting of code and an environment, with the envi-
ronment type (tye) held abstract using an existential.

The translation mapping A% terms to A7 terms is summarized in Figure 4. The translation
defines judgements of the form I' > e : 7 ~» ¢’ where I', ¢, and 7 are a A% type assignment,
expression, and type respectively, and €’ is a A¥ expression. The interesting rules are (closure) and
(app). The other rules simply map the other A\ constructs to their A3 counterparts. A closure is
translated to a pair of the code and the environment packed with the type of the environment. The
translation of an application extracts from a package the pair of a code and an environment and
applies the code to the environment and the argument.

It is easy prove that the translation preserves the type of a program up to the translation of
the type. We do so by first extending the type translation to type assignments, writing:

ey, oo et = {aml, - 2nt 70l }
Theorem 3 IfT'Fe:7 and T>e: 7~ ¢, then O; || e 1 |7].
Proof. By induction on the derivation of ' F e : 7~ €.

a

Operational correctness of the translation is proven using logical relations between A and A3
expressions, A% and A3 values, and A% and A3 substitutions. The relations are defined in Figure 5.

13



(var) I'vaz:7~2 (27 el) (const) I'bec:b~c

e (r,...,7) ~ €
I'emi(e) : 7~ mi(€)

['>e 7~ el
P (e, oo en) i (T, Tp) ~ (€l .o €h)

(proj) (tuple)

{ZyeiTye, 2:T1 } > €~ €

(code)

[ b A2yeiTye AZITL.€ ~r Alyed|Tye| - Azz| Ty |.€f

I'>e:code(Tye, T1,72) ~ € I'Deye : Tye ~ €l
I'> (€, eye)) : T1 — T3 ~ pack |Tye| with (¢/,el.) as | — 7

?ve

(closure)

Fbe:mp—m~re)  Idey:m~ e
(app) I'bejey:m~ (z ¢ Dom(I"))
open €| as tye with x:(code(tye, |T1|,|T2|) X tye) in (m12) (w22, €})

Figure 4: Important Rules of Simply-Typed Closure Representation

Theorem 4 (Operational Correctness) Let v =~ v'. IfI'Fe: 7 and ' >e : 7~ €, then
v(e) ~r v'(€).

Proof. By induction on the derivation of I'> e : 7~ €'
Case (var). Let T' > 2 : 7~ 2. From v &~ v/, y(2) ~- v'(2).

Case (closure). Let I' > (e, eye)) : 71 — T3 ~» pack Ty with (€', €l,) as |71 — m3|. By the induc-

tion hypotheses, v(e) ~code(re,m,m) V' (€) and y(eve) ~r. 7'(€ve). Thus y(e) = v, 7/(¢') =

Ulv and v ~code(rve,m1,72) v" and 7(€ve) — Uve, P/(d/e) - U(/e? and vye ~ U(/e‘ Let vy Ry Ui‘
Then (v, vye)) V1 ~r, V' (Vfe, v]). On the other hand, open +/(pack Ty with (¢/,€l.) as |13 —

rTve
Ta|) as tye with 2:((tye = 71 — T2) X lye) in (m2)(mez, v]) — v iff v/ (v],, v]) — v”. Hence

Y{€, eve) ~r—r Y (Pack Tye with (€', €l,) as |11 — 72|).

Tve

Case (code). Let T' > (A2yeiTye.-A2:Ty.€) 1 code(Tye, T1, T2) ~* Allye & |Tye| - Az:|7y].€" and let vye ~;, .

vy and vy & vp. It s clear [Uye/Tve, V1/2] Rypieire,mim} [Vve/Tve, v1/x]. Then by the in-
duction hypothesis, [vye/@ve, V1/T]€ r, [Vie/Tve, V1/2]€’. Then {(Atye:Tve AZiT1, Uye)) U1 ~r,
(Azyer|Tve| Az:|T1|.€") (v, v]). Hence AzyeiTye. A2:Ty.€ ~code(

TvesT1472) Alye:|Tye| . Ax:|T|.€.

Case (app). By the first induction hypothesis, y(e1) < vy and 7/(e}) < vf and vy ~; -, v. By
the second induction hypothesis, vy(e3) < vy and v'(€}) < v} and vy ~;, v5. By the definition
of the relation, vy vy ~;, open v} as tye with a:((fye = 71 = T2) X tye) in (miz)(moz, vh).
Thus, v(e1 €2) ~r, ¥'(open €] as tye with z:((tye = T1 — T2) X lye) in (m12)(moz, €)).

Case (tuple) and (proj). By induction.
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e~y € iff e vand e~ v and v~, v.

CcC =y C
U Rcode(re i) U iff for all vye =, Vi, and vy =, v,
(o, o)1 ory 01 (0 ¥])
VR Sy U iff for all vy =, v1,
v v1 ~,, open v as tye with 2:7 in (mz)(mw2(x),v])
where 7 = ((code(tye, T1, T2)) X tye)
(V1«5 Un) R xxer) (U1, - vp) I forall T <4 <nj v =y vl
verr Yy iff for all z:7 € T, y(2) =; 7/(x)

Figure 5: Logical Relations for Simply-Typed Closure Representation

In our operational semantics, pack is considered as a pair of a type and an expression. Most
implementations would treat the type of the environment of a closure uniformly since it is held
abstract and thus expect that the environment value be compiled so as to fit into a single machine
word — that is, the environment must be boxed. Therefore, most implementations would conceptu-
ally erase any type information from pack before execution. However, in implementations where
abstract types are not treated in a uniform matter, a representation of the type of the environment
must remain as part of the data structure at runtime. In particular, the calculus described by
Harper and Morrisett [14] supports a typecase mechanism that allows the abstract type to be
examined and different code can be selected according to this type. This can be used, for exam-
ple, to support calling conventions where the environment is unbozed (i.e., placed in registers).
As another example, tag-free garbage collection [5, 2, 37, 24] relies upon type information being
associated with closures so that the shape of values in the environment can be reconstructed during
garbage collection. In essence, garbage collection, like typecase, is a non-parametric operation
that is allowed to examine types and select code according to the type. Our type-based closure
conversion makes the type information needed to support such non-parametric operations explicit.
This provides further evidence that the treatment of closures as existentials is type-theoretically
proper.

4 Overview of Polymorphic Closure Conversion

Closure conversion for a language with ML-style (i.e., predicative [13]), explicit polymorphism
follows a similar pattern to the simply-typed case, but with the additional complication that we
must account for free type variables as well as free value variables in the code of an abstraction, and
both value abstractions (A-terms) and type abstractions (A-terms) induce the creation of closures.
In this section, we give an overview of the typing difficulties encountered when closure converting
value abstractions. The treatment of type abstractions is similar (see Section 5 for details).

To eliminate free occurrences of type variables and ordinary variables from the code, we abstract
with respect to a type environment and a value environment, replacing free variables by references
to the appropriate environment. By abstracting both free type variables and free value variables,
the code becomes closed and can be hoisted to the top level. The abstracted code is then “partially
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applied” to suitable representations of the type and value environments to form a polymorphic
closure. As in the simply-typed case, we need a data structure to represent the delayed partial
application of the code to its environments. Also, we need to abstract both the kind of the type
environment and the type of the value environment so that their representations remain private to
the closure. Without the abstraction, we run into the same typing problems that we encountered
with the simply-typed case.

As a running example, consider the expression:

Ax:ty. (x:ty, y:ity, z:int)

of type t1 — (t1 X t2 X int) where #; and ¢y are free type variables and y and z are free value
variables of type t; and int respectively. After closure conversion, this expression is translated to
the partial application

let val code =
Atenv :: {t;::Q, t3::Q}.
Avenv : {y:#f, tenv, z:int}.
Ax ¢ (#t; tenv).(x, #y venv, #z venv)
in
code {t1=ty, ty=ty} {y=y, z=z}
end

The code abstracts type environment (tenv) and value environment (venv) arguments. The actual
type environment, {t1=ty ,t3=ts}, is a constructor record with kind {¢,::Q,t5::Q} where Q is the kind
of monotypes. The actual value environment, {y=y, z=z} is a record with type {y:t3, z:int}.
However, to keep the code closed so that it may be hoisted, all references to free type variables
in the type of venv must come from tenv. Thus, we give venv the type {y:#tf, tenv, z:int}.
Similarly, the code’s argument x is given the type #f; tenv. Consequently, the code part of the
closure is a closed expression of closed type o, where

o = Vtenv::{t;::Q, t3::Q}.
{y:#t; tenv, z:int}—(#f; tenv)—((#t; tenv)x (#f, tenv)xint)

It is easy to check that the entire expression has type {3 — (1 X f3 X int), and thus the type of
the original function is preserved.

We must now translate the partial application of the code to it environments into a data struc-
ture. The structure must be “mixed-phased” because it needs to hold a type (the type environment)
as well as values (the code and value environment). A first attempt is to represent the data structure
as a package e, where

e = pack {t1=ty, ty=ty} with (code, {y=y, z=z}) as Jtic::Kte .0 X Tye
and code is the code of the closure above and

Kte = {t1::9Q, t3::Q}
{y:#t2 tte, z:int}

Tve

It is easy to verify that e is well-typed under the typing rule for pack.
Unfortunately, there is a problem with this approach: an application of e to some argument
€’ : t; must open the package to extract the code, type, and value environments prior to the call:
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open e as fie:kte With z:0 X Ty,
in

(#1 2) te (#2 2) ¢
end

Although this is the “obvious” translation of application, it fails to be well-typed! The difficulty is
that ¢’ is of type ¢, whereas the expression (#1 z) ¢, (#2 z) has type:

(#t1 o) —((#ty tee) X (#ty tie) Xint).

Since ti. is abstract, ¢; is not provably equivalent to #¢; ¢, and this translation of application fails
to typecheck.

The problem is that existentials provide a certain kind of mixed-phase data structure where the
type portion must be abstract. We can use this to hide representations but here, we need to know
what the type environment actually is in order to determine the type of the closure. In short, we
need a mixed-phase data structure that does not hide its type component.

This same problem has been encountered in the study of the ML-like module systems [12, 21, 22].
Recent solutions are based on the idea of translucent sums [11] or manifest types [20], which provide
the power of both existentials (weak sums), and transparent sums (strong sums). By ascribing the
translucent sum type

Jtie ={t1=t1 125t} .0 X Tye

to the closure, the equation t.={t;=t|,t2=t3} is propagated into the scope of the abstraction so
that in particular #t; t¢. = #t; {t1=t;,t=t2} = t1, and thus the translation of application is type
correct.

The next step is to hide the representation of the value environment as we did in the simply-
typed case. If we simply abstract the type 7ye from the above type expression we obtain

Eltte I{t1=t1 ,t2=t2} .Eltvei : Q.o X tye

where ty is the abstract type of the value environment. However, this fails to make type sense
because we have abstracted the type of the value environment in the closure, but not the cor-
responding argument type of the code of the closure. The translation of application is ill-typed
because the value environment has abstract type ty., but the domain type of (#1 z) t. is {y:t2,
z:int}. Since tye is abstract, these two types are considered distinct. In order to simultaneously
abstract the type of the value environment and the corresponding argument type in the code, we
need to replace both types with the same abstract type ty.. To do this, we must show that the
two types are equivalent. This can be accomplished by requiring that the formal type environment
argument (tenv) is only instantiated with the type environment ¢i. One way to achieve this is to
perform the application of the code to ti., but the goal of closure conversion is to delay such partial
applications. An alternative approach is to use translucency again and coerce the code so that it
has the type o', where:

o' = Vtenv=tc: :Kie-
{y:#t; tenv, z:int}—(#f; tenv)—((#t; tenv)x (#f, tenv)xint)

Adding the constraint tenv= {, to the type of the code has the effect of performing the type
application at the type-level, but delays the application at the term-level. Note that ¢’ is a super-
type of the original code type o according to the rules of the translucent sum calculus. Consequently,
the code remains the same (i.e., closed) and can still be hoisted to the top level. In contrast, if
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we had performed the type application, the resulting code would not be closed (containing free
references to tie).

Since tenv= ty. and ty. ={t;=ty,t2=ty}, it follows that tenv={t;=t;,t5=t2} and thus (#t;
tenv)= t;. Consequently, the data structure holding the components of the closure can be co-
erced to the equivalent type:

Jtie ={t1=t1,t2=t2}.0"x{y:t1,z:int}
where o” is
o = Vtenv= et :Kte-{y:il1, z:int}—t; — (¢ X o xint)

Since this equivalent type makes no mention of the type environment ¢, except in the constraint for
tenv, we may drop the constraint on ¢, abstract the type of the value environment ({y:¢;,z:int}),
and abstract the kind of the type environment x¢. to obtain the closure type:

Jke. Ftie e Ttve: . 0" X te
where
o' = Vtenv= tioitkie . tyve — 81 — (] X 3 Xint)

It is easy to derive a type-preserving translation of application corresponding to this representa-
tion of closures. We simply open all of the existentials, and pass the type environment, value
environment, and argument to the code.

Careful consideration of the foregoing discussion reveals that only limited use is made of translu-
cency. The equational constraint on f is dropped from the existential (to ensure privacy of envi-
ronment representation), and the universally quantified variable tenv does not occur in the scope
of the abstraction. This suggests that a substantially simpler mechanism than the full translucent
sum calculus is more appropriate for closure conversion. Hence, we introduce a special type, writ-
ten 7 = o, of functions that must be applied to the constructor 7 to yield a value of type o. The
following two rules govern this new type constructor:

AFrTur AjTFe:Vicko A;TFe:T=0
A;TFe:T = o[r/t] Ail'kFer:o

The first rule restricts the domain of type application to the specific constructor 7. This corresponds
to restricting the type to Vt = 7.0 and propagating the equivalence ¢ = 7 into o. The actual type
application for 7 = ¢ is permitted only for constructors equivalent to 7. These two rules naturally
come from the necessity of delaying type applications for closure conversion. Using this notation,
the type translation of 7y — 75 becomes

ke Fte ke Ftve 1 Q. (te = tye = T1 = T2) X lye.

The type of closures abstracts the kind of the type environment and the type of the value
environment, ensuring that these may be chosen separately for each closure in the system. As in
the simply-typed case we have obtained an “object oriented” representation of polymorphic closures
by exploiting a combination of the type systems proposed by Pierce and Turner [27] for objects
and by Harper and Lillibridge [11] for modules.
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5 A Formal Account of Polymorphic Closure Conversion

In this section, we present closure conversion for the predicative subset of the second order A-
calculus. It has been argued that the predicative fragment captures the “essence” of ML-style
polymorphism, since there is a stratification between monotypes (types not involving a quantifier)
and polytypes, and instantiation of type variables is restricted to monotypes [13]. These restrictions
make it easy to use logical relations to argue correctness in the same fashion as we did for the
simply-typed A-calculus.

The syntax of our source language A" is defined as follows:

Kinds k=

Constructors Tu=b | t | 71 = 7

Types ou=7 | op >0y | VKo

FExpressions eux=c | @ | Axioj.e | Atike | ey eg | e
Values via=c | Azior.e | Atikee

The type constructors (1) are described by kinds (k). There is only one kind (Q) for A¥ , but
subsequent languages have a richer kind structure, so we introduce kinds here for uniformity.
Closed constructors of kind € correspond to a subset of types (the monotypes), in particular the
types that do not include quantifiers. Thus, constructors of kind € can be injected into types. We
leave this injection implicit and treat 7 as both a constructor and a type.

A kind assignment A is a sequence that maps type variables to kinds and is of the form
{t1::61, ..., tuikn b, (n > 0). Typing judgements are of the form A;I' - e : o where the free type
variables of I', e, and ¢ are contained in the domain of A, and the free value variables of e are
contained in the domain of I'. A typing judgement is derived from the standard typing rules of the
second-order A-calculus (see for example [13, 14]). The most interesting rules are the introduction
and elimination rules for quantified types:

AW{tur};'Fe:o
A;E Atk e Vitk. o

A;TFe:Vtek. o
A;T ke T:o[r/t]

(t & Dom(A))

(FTV(T) C Dom(A))

The introduction rule allows us to conclude that a A-expression has a polymorphic type Vi::k.o if,
extending the kind assignment A with ¢::x allows us to conclude that the body of the A-expression
has type o. The elimination rule allows us to conclude that a type application e 7 has the type
o[r/t] if 7 is a monotype whose free type variables are contained in the domain of A and e is an
expression of type Vi::Q.0.

The operational semantics of A\¥ is defined using the following inference rules:

€1 = AviTe e3> vy efug/ax]l = v e Atuke T/t = v
€163 = v €T < v

V=

5.1 Abstract Closures

Asin the simply typed case, we break closure conversion into abstract closure conversion and closure
representation stages®. The abstract closure conversion stage for A¥ converts both A-abstractions
and A-abstractions into abstract closures consisting of code, a type environment and a value envi-
ronment.

2The material on environment sharing carries over in a straightforward manner.
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5.1.1 The Target Language

The syntax of the target language AV is defined as follows:
Kinds k= Q| (k1 X ... X Kg)
Con’s 1u= bt | m—om| (mix...x71) |
(T, ooy Tn) | mi7T |
Types ou= 7T | 0 =20y | Viuko | (o1 X ... X 0,) |

vcode(tieiiKie, Ove, 01,02) |
tcode(tieiiKie, Oye, L1, 0)

Fxp's en= ¢ | x| erex | er | (e1,...,en) | W€ |
AtietiRe.-Alye:Oyve. AT:0] € |
Atieiihge ATyeiOye. Atiike | (€1, T, €2))

Values v = ¢ | (v1,...,04) | Abpelihte. AlyeiOye.AT:07.€ |
Atieiihge AtyeiOye Atiike | ((v1, T, v2)

A product kind (k1 X ... X Ky,) is used to specify the shape of type environments just as a
product type specifies the shape of value environments. Given constructors 7; with kind k;, the
constructor (7y,...,7,) has kind (k1 X ... X k;,) and is used as a type environment consisting of
Ti,.-., Ty i a translated program.

There are two types of codes: the code for ordinary abstraction, Atie::Kte-Ave:Ove.Ax:01.€, and
the code for type abstraction, Afiei:Kie.ATve:0ve.At::k.e. Codes take a type environment, a value
environment, and a type or value argument respectively. We introduce the types vcode and tcode,
to distinguish the types of codes from the types of closures and to avoid partial applications of
codes. Intuitively, they correspond to standard types as follows:

Vite::Fie-Ove — 01 — 09
Viie:iKie-Ove — VEiK.O

vcode(tiei:Kte; Ove; 01, 02)
tcode(tieiiKie, Oye, L1, 0)

o~
~
o~
~

Only types excluding V, vcode, and tcode can be named as a constructor. An abstract closure

{e1, T, €2)) consists of a code €1, a type environment constructor 7, and a value environment es.
For the typing of AV

(I') map value variables to types. The judgements of the static semantics are as follows:

, kind assignments (A) map type variables to kinds while type assignments

JAN i i 7 is a well-formed constructor of kind «.
AFo o is a well-formed type.

AFT =7k 7 and T are equivalent constructors.
Abo =0y o1 and oy are equivalent types.
A;TkFe:o e is a well-formed expression of type o.

The typing rules of the language are defined in Figures 6 and 7. We require that code values be
closed with respect to both type variables as well as value variables. This allows us to hoist code out
of inner definitions to the top level. We remark that the code e; of a closure (eq, 7, e3) with type
o1 — o3 does not have the type vcode(tieiiKte, Ove, 01,02), but rather vcode(tieiikte, Ore, 01, 0%)
where 01 = 0][7/tie] and o3 = 04T /tie]-

The operational semantics for A" is given in Figure 8. When a closure expression is evaluated,
the code, the type environment, and the value environment are evaluated and then a closure
consisting of these components is created. When an argument is applied to a closure, the type
environment, the value environment, and the argument are passed to the code of the closure.
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Well-formedness of constructors:

AFb:Q Aw{tukt btk (t € Dom(A))
AT Q AFRT2:Q AbrmaQ o Ab7,2Q
AT - 71:Q AF(r x...x7,):Q
Abrmuar, - AbT, ik, AFTu(k X .. X Ky)
AF (T, ) (KL X oo X Ky AbF w7k
Well-formedness of types:
AF 120 AW{tek} o
AT AFViik. o (t & Dom(A))
AFd Aro AFoy -+ Alo,
AtFo —o AF {0y X...x0p)

{tteiihite} F Ove {lteiihte} b o1 {tteiiRte} F 02
A F vcode(tie::Kte; Ove; 01, 02)

{tte:hite} F Ove {lreiikte,tik} F o
A F tcode(tieiiKie, Oye, LK, 0)

(tte 7£ t)

Primary rules for equivalence of constructors:

AF (.0, To) it (K1 X oo X By

< <
AFm (T, o)) =Tt Ky (1<i<mn)
AFTu(k X .. X Ky)
AbFr={m7,..., 77} (K1 X ... X Ky)

Figure 6: Formation and Equivalence of Types and Constructors
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A;TFe:b AT Fa ()

ATkeriop -+ AThe,:o, A;T'Fe:{op X+ X0,)
<1<
AT E(er, .. eq) i (01 X - X 0y) A;Eme:o; (I<1<n)
AT Fer:op 09 ATFey:og A;Tke:Viukoe ART ok
A;T ey eg:og A;T ket :o[r/t]

AiTkFe:o! AFo=do
A;TkFe:o

{tte:ihte }; {TveiOye, T:01} F € 03
AT F AtgeiiFge . AlyeiOve . AT:01 . € 1 veode(tie e, Ove, 01, 02)

{tte:ihte, LR} {veiOve F e O
AT F AtpeiiFge . AlyeiOve. Atk €t tcode(tieliKie, Ove, LK, 0)

A; T Feq :veode(tieiihte, Ove, 01,02) A b Tikee AjTF eg 1 ove[Tie/tte]
AT E (e, Tee €2) : (01 = 02)[Tee/Tee]

A; T Foeq s tecode(fieiihte, Ove, t1iR, 0) A F Tietthie AjIF € 1 0ye[Tie/tte]
AT F (€1, Tie, €2) ¢+ (VErik. 0)[Tee/tte]

Figure 7: Typing Rules of AV

€1 > V1 €3 — Uy

Ve v
<<€17T7 €2>> — <<U17T7 U2>>
€1 V] ... €, U, €< (V1y...,Up)
€lyevey€p Ulyenny Un T e v
( ) = ( ) =

€1 > (Alteiihte - AlyeiOye. ALI01. €, Tre, Uye) €2 > U €[Te/tte, Uye/Tve, V' [2] = v

€1 €9 — U

€1 2 (Alreiihte . ATyeiOve ALK, €, Tie, Uve))  €[Tte/ttes Uve/Tye, T/t < v
el T <= v

Figure 8: Operational Semantics of A¥:¢/
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Various strategies of evaluation of constructors including call-by-value, call-by-need, or lazy
evaluation can be used to reach a normal form. However, for simplicity in this paper we does not
evaluate constructors explicitly. The operational correctness for other strategies may be proved
with a few changes.

5.1.2 The Translation

Acnv; Darg > b~ b {812, 0 1,2 Arg D b~ T e

Aenv; Aarg Dt~ 1 (t € Dom(Aarg))

Aenvi Aarg > 01~ 01 Acny; Darg > 09 ~+ 0 Aenvi Aarg W {1::Q} >0~ 0
Aenv; Aarg > 01 — 09~ 0] — 0} Aenvi Aarg b Yk, 0~ Yk, o
Aenv; Aarg > tll ~ T ttt Aenv; Aarg > t% ~r Tp

Aenvi Darg > {122, .. 1 2Q) ~ (7,0, Ty)

. / . /
Aenv7 Aarg >oy~ oy AenV7 Aarg > op~r 0,

Aenvi Darg > {z1:01, .., 210, ) ~ {z1:0], .. 2000, )

Figure 9: Polymorphic Abstract Closure Conversion: Types and Type Assignments

Abstract closure conversion for AV is formulated as a type-directed translation to AV by the
deductive system in Figures 9 and 10. The judgement Agny; Agrg > 0~ o’ means that ¢’ is the
translation of o where A,y is a kind assignment corresponding to a type environment and A, is a
kind assignment corresponding to a type argument (if any). This judgement also implicitly defines
a translation from constructors to constructors, since source-level constructors (1) are a subset of
types (o) and the translation maps constructors to constructors. In translated programs, the type
variable ti. is used for type environments.

The judgement Acny; Aargi leny; Larg > € ~ ¢’ means €' is a translation of e where A, and
Agarg are as in the type translation, and I'cpy and [y are type assignments corresponding to the
value environment and value argument respectively. Depending on whether we are translating
a type abstraction or value abstraction, either I'yy or Ay will be empty. A type environment
corresponding to Ay and a value environment corresponding to I'epy are implemented in the
target language by types of the form |Acny| and |Lepy| respectively, defined below.

{t1:k1, ..tk | = (K1 X oo X Ky)
{z1:01, ..., 200, = (01X ...x0p)

For simplicity, only flat representations of value and type environments are considered in this
translation.

The most interesting rules are the term translations of value and type abstractions. In each
case, an appropriate type environment and value environment must be constructed as part of the
closure. Thus, assignments AL . and I', . must be chosen as subsets of the current assignments
Aeny W Agrg and I'epy W Iapg respectively. These assignments must be chosen so that all of the free
value variables of the term are contained in I, and further, all of the free type variables of the
term and the value environment must be contained in A’ _ .
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(CONSt) Aenv; Aarg; Fenv; Farg B c~sc
X0 s Darg D &5~ 5 Tve

(env) Aenv; Aarg; {$1:O’17 ce
(2 € Dom(I'ag))

(arg) Aenv; Aarg; Leny; Farg > X~

. . . ! . . . !
Aenv7 Aarg7 Fenv7 Farg > Aenv ~ Tte AenV7 Aarg7 Fenv7 Farg > Fenv 7 Eve
Doy~ of

[ / " / .
Aenv7 @ > r ~ Fenv Aenv7

abs env
( ) Agnv; ®7 anv; {x:gl} > €~ e’
Aenvi Aargi Lenvi Darg B Az:01.€ ~ (Atger:| AL | Azve:| Tl |- Az:07 €, Tee, €vel)

Aenv; Aarg; Fenv; Farg > Aenv Aenv; Aarg; Fenv; Farg > F:env 7 Eve
Aenv; Aargs Lenvi larg & AL::Q0 e~ (Aber:| AL [ A yet [T | AL2QL €| Tie, €ve))

/ ~ Tte

(tabs)

. . . / . . . !/
Aenv7 Aarg7 Fenv7 Farg D> €~ € AenV7 Aarg7 Fenv7 Farg B €9 ~ €,

(app) 7
Aenv; Aarg; Fenv; Farg B> €1 €2~ €7 €
. . . / . /
(t(lpp) Aenv7 Aarg7 Fenv7 Farg >en~r € AenV7 Aarg > o~ 0
. . . ! !
Aenv7 Aarg7 Fenv7 Farg Peo~€ 0
. . . . !
Aenv7 Aarg7 Fenv7 Farg > x; ~ €
. ! /
T e N (N |

context
( ) Aenv; Aarg; Fenv; Farg > {$1§O’17 ce

Figure 10: Polymorphic Abstract Closure Conversion: Terms
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The primary subtlety in these rules is that we need two type assignments T, _ and T7 . to
describe the value environment of the closure, depending upon the context. I . is constructed
from the context Acny; Aargi lenvi ['arg and is used to build the environment ey, in the context
where we are constructing the closure. In contrast, I'/,  is obtained from I, via the translation
AL 0T~ T?  and corresponds to the type of the value environment in the context of the
closure itself. This ensures that the code of the closure is closed since the type ascribed to the value
environment argument does not refer to free type variables in the context where the closure was

created.
5.1.3 Type Correctness

The following lemma shows that type translation commutes with substitution.

Lemma 3 If Acny; Aarg W {t::Q} > 0 ~ 0, Aeny W Appe F 72:Q, and Aepy; Aarg > 7 ~ 7/, then
Aenv; Aarg > U[T/t] ~r OJ[T//t]'

Proof. By induction on the derivation of Aepy; Aprg W {t:Q2} > 0~ 0.
Case Aenv; Aarg W {1::Q} >t ~+ £. From the assumption, Aeny; Aarg > 7~ 7/
Case Aenv; Aarg W{t:Q} >t/ ~ t'. From the definition of translation of types, Aecnv; Aarg > '~ t/.

Case Aeny; Aarg W {1::Q} > t; ~ Ti(lee). Then t; € Aeny, s0 t; # ¢ Thus, Aeny; Aarg > [7/1] ~
ﬂ-i(tte)-

Case Aeny; Aarg W{t::Q} > 01 — 09 ~ 0] — 05. By the induction hypotheses, Aeny; Aarg W {::Q} 1>
o1[7/t] ~ o1[7'/t] and Acny; Aarg W {t::Q} > 09[7/t] ~ o4[r'/t]. Thus, by the definition of
substitution and the type translation, Aeny; Aarg W {£::Q} > (01 = 02)[7/t] ~ (0] — o))[7/t].

Case Aeny; Aarg W{t:Q} > V' :Q.0¢ ~ Vi':Q0.07 s derived from Acpy; AprgW{t:Q,t':Q} > 0y ~ 7.
Through a-conversion, t’ can always be chosen to be different from ¢. By the assumption and
the definition of the translation, Agny; Agrg W {t':Q} > 7 ~ 7/. Then by the induction
hypothesis, Aenv; Aarg W {t':Q} > 04[7/t] ~ oy[7'/t]. Thus by substitution, Acny; Aarg >
V' Q.o [7 /1] ~ Y Q.0 [T /1]

a

The following lemma shows that types are suitably equivalent when translated under the current
kind assignment or a kind assignment derived from the current kind assignment.

Lemma 4 If Acny; Darg > AL, ~ Tee and AL AL >0~ 01, then Aeny; Darg WAL, > 0~ 0y

env env’) —arg arg

and {tie::| Aeny|} W Aarg WAL, F 02 = 01 [Tie/the]-

Proof. By induction on the derivation of A’ A! > o~ 0y.

env’ —arg
Case A[,,; Ay >t~ L. Clear.
Case AL .; A;rg D th s T (tee). Let Aeny = {t1:Q, ..., 1,10} and Appe = {5129, ..., 5,20}

Subcase ¢; = t;. Then Aepy; Aarg W A;rg D th =t~ mi(tee) and {te:|Aeny|} F mi(Te) =
ﬂ-j(tte)-

Subcase ) = s;. Then Aeny; Aarg WAL, > 8 =55~ 57 and {teei:|Aenv|} F 7(Tre) = 5.

arg

25



Case Ay, Ay > 01 = 03 ~+ 07 — . Clear from induction hypotheses.

Case Ag,y; Ay > V0~ VE:Q.0y s derived from Al s AL W{t:Q} > o~ 0.

arg env)

Then Acnv; Aarg W A;rg W{t:Q} > 0 ~ o and {teei:|Aenv|} W Aprg W A;rg W{t:Q} F ooy =

o1[Tte/tte]- Thus, Aeny; Darg W AL, > VEQ.0 ~ ViuQog and {tiei:|Aenv|} W Aprg W AL,
Vi:Q.oo = Vt:Q.0[Tee/Lie] -

a

/

As in the simply typed case, the value environment produced from I},

by translating I"/

env'’

has the type obtained

Lemma 5 If Aenv; Aarg; Fenv; Farg > anv ~ €ve and Aenv; Aarg > anv ~ Fgfw, then
Aenv W Aarg; Fenv W Farg H €ve : |Fg1/q

ol

The type correctness of the translation is proved by induction on the derivation of the transla-
tion.

Theorem 5 (Type Correctness) If Acnv; Aarg; Denvi Targ & € ~+ €' and Aeny WA g3 Teny Wapg
e: 0, then {tee::| Aenv|} W Arg; {2ver| Iy |} W F;rg F e o’ where Aony; Aarg > 0~ 0, Aenyi Aarg b

Fenv ~ T and Aenv; Aarg > Farg ~ F;rg-

env’

Proof. By induction on the derivation of Acny; Agrgi lenyi Larg > €~ e

Case (env). Let T'eny be {z1:01,...,25:0,}. Then T, is {z1:07,...,2,:0,} and Aeny; Aarg >
o; ~ 0. Thus {tee::|Aenv]} W Aargs {@ve:| Iy |} W F;rg Fri(2ve) @ ol

Case (arg). Let 'y be {zq:04,...,2,:0,}. Then F;rg is {zq1:07,..., 2,00} and Aeny; Agrg > 0 ~
. Thus {te::|Aenv|} W Aurg; {@ver| Teny |} W Loy F 2i 2 0l

Case (abs). Let AL ;0: T -a:0y > e~ e’ and AL ;0 T~ T and Al

. ! s
env’ env’ env’ env env env’ @ > oy~ 0. Since
AL T W {z:01} F e oy, by the induction hypothesis, {tie::| AL |} {@ve:| Ty ], 201} F e

env? env n

ol where AL ;0> 0y~ 0. Let T be {aye:|I, |} WI .. Then

env? env arg*

{teer:| Aenv|} W Aarg; [ Atget|AL | Azve: [T | Azio] €' s veode(te | AL D0 ]s 0, 05)

env env env env

Let AcnviAarg > 01 — 02 ~ ¢ and Aepy; Aprg > ', ~ TV . Then by Lemma 4,

{tte::| Aenv| WA arg - 0" = (0] = 05)[Tee/tre) and {teei:|Aeny| JWA = T | = [Tone] [Tee/tre] ::(2 X
..o xX Q). Since {teer:|Aenv|} W Aprgi I' F eye ¢ [T

envi?

{teer:| Aenv |} W Agrg; I {(Atge | AL Az vet| D[ A0 € Te, eve) 1 07

env env

Case (tabs). Let AL ,;{t:Q} T 0> e~ e and AL ;0> T, ~ TV . Since Al

e env? env? env env* env

e : 0, by the induction hypothesis, {ti::|AL |, t:Q};{zve:| L |} F € 1 of where

env

AL {t:Q} > og ~ ob. Let T' be {aye:|T,,|} WTY,,. Then

arg*

w{t:Q}; T+

env

{tte::| Aenv]} W Aprgs T F Abger:| AL Azve: | Doty | At:Qe’ s teode(tpei:| AL, Tonyl, £::92, 05)

Let Aenvi Aarg > VE:Q0.09 ~ 0’ and Aepy; Aarg > T~ T . Then by Lemma 4, {te::| Aeny| W
Aarg B 0" = VE:Q.05[Tie [tie] and {tei:|Aenv|} W Aurg F [TV | = [T [Tee/tee] (2 X .. X Q).

Since {tee:| Aenv|} W Aarg; T'F eye : [T

envi?

{te::| Aenv]} W Agrg; T (Abper:| ALy [ Az yer| Doy | A€, Tie, €ve)) 1 07
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Case (tapp). Let AenvWAgrg; lenyWare F e 1 VE::Q.01. By the induction hypothesis, {tte::|Aenyv|} W
Aargi {Tver | Teny |} W Ty B €' 1 VEQuo) such that Aeny; Aarg W {t:Q} > 0oy~ o7, Let
Acny; Darg > 0 ~ a'. Then {tie:|Acny|} W Aurg; Uy W I, e’ o’ 2 oy[0’/t]. By Lemma 3,
Aenvi Aarg b 010 [t] ~ a0’ /1].

Case (app). By the first induction hypothesis, {Ze::[Acnv|}WAurg; {Zve:|Uopy [J W5 - €1 1 07 — 03
where Aeny; Aarg > 0; ~ o} for ¢ = 1,2, By the second induction hypothesis, {tte::|Acnv|} W
Aargi {2vei| Uiy [ W T, F ey 0. Hence, {tee::|Aenv|} W Aarg; {@ver| Tiny |} W Thpe €] €5 1 05

arg arg

a

5.1.4 Operational Correctness

We can prove the operational correctness of the translation using logical relations in the same fashion
as we did for the simply typed case because the source language is restricted to the predicative
polymorphism. First we define the relation between closed source and target constructors.

r~7" iff forsome7”, 0;0p>7~ 7" and O+ 7' =7":Q
Then we define the logical relations inductively by the lexicographic order of the number V-
quantifiers in a type ¢ and by the size of o. Since instantiation is restricted to types that do
not contain quantifiers, this measure always decreases at a type application. The relations are

defined as follows:
ey € if e— vande<= v and v, V.
CcC =y C
VR, e, 0O for all vy &, 0], v v~y V0]
v Ry v iff forall 7~ ' then v m o~y g0 T

We extend the relation to substitutions as follows:

7 z{wlzal,...,wnzan} [<U17 RS Un>/$ve] IH 7($2) zgi Ug.
Y zF;{aa’lzcrl,...,aa’nzcrn} [U//$Ve7 U1/$17 sy Un/$n] iff Y =r [U//$Ve] and 7($2) Ro; Vi

We must also define a relation between constructor substitutions indexed by source kind assign-
ments. Since source kind assignments only bind type variables to the kind €2, we omit the kinds
below:

52{7517...7,5”} [<T1,...,Tn>/tte] iff (S(tz) ~ ;.
8 Aty otny [T tses T1/t1s - ooy T /tn] HF 8 p [7//t] and §(t;) ~ 7::00.

An important property of the type translation is that by applying related type substitutions, a
type and its translation result in types related by ~.

Lemma 6 If 0 ~a 8., 0 and Aeny; Darg > 7~ 7', then §(7) ~ §'(7').
Proof. By induction on the derivation of Aepy; Aprg > 7~ 7/,

Case: 7 is t; where Agyy is {t1,...,t,}. Then 7’ = 7;(t¢). By definition, &' (twe) = (11,...,70)
such that 6(¢;) ~ 7, for 1 < i < n. Since b 7m;(8'(te)) = 75, 6(t;) ~ &' (7 (tee))-

Case: T is t € Aag. Then 7/ =t. By definition §(t) =~ &§'(t).
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Case: 7 is 71 — 79. By induction.

Lemma 7 If § ~a 000, 0 and Acny; Aarg b ALy ~ Tre, then § ~a ., [0'(Tee) /Tte]-

Proof. Let AL, be {t1:Q,...,t,:Q}. Then 7 is (71,...,7,) such that Acpy; Aarg > £ ~ 7;. Then

it is sufficient if we show §(¢;) ~ 6’(7;). This follows from the previous lemma.

Lemma 8 Let 6 ~A,,, A, 6 and 7y A6 (TenyTarg) v

1 If Aenv W Aurg; Teny W larg B 20 0 and Acnv; Aarg; Tenvi Targ > @~ €q, then v'(eg) < v and
() (o) V-

2. f Aenvi Darg; lenvi Darg & Ty ~ €ve, then 7'(eve) — v and v NS [V/Tye).

With these lemmas in hand, we may prove that the translation preserves the operational be-
havior of a program.

Theorem 6 (Operational Correctness)
Let § :Aenv§Aarg 8" and vy z(g(lﬂeru,;lﬂarg) 7/' If Aenv; Aarg; Fenv; Farg > e~ e and Aenv W Aarg; Fenv W
Larg e 20 then §(v(e)) ~s5(5) 8'(7'(€')).

Proof. By induction of the derivation of Aecny; Aarg; lenvi larg > € ~+ €.
Case (arg) and (env). Clear from Lemma 8.

Case (abs). Let v =,y v’ and &'(y'(eve)) < vo. By Lemma 8, v[v/2] Rs(r1_(z:011) [V0/Tve, v'/2].

e

Let = &'(re) = 7. By Lemma 7, & ~x; . [7/te]- Then by the induction hypothesis,
§(v[v/](€)) ~s(az) [7/tee]([vo/@ve, v'/x] (). Then

§(v(Azioy.e)) ~é(o1—02) 5/(7/(<<Atte::|Agnv|./\xve:|anv|./\x:01.e’7 T, €ve)))-
Case (tabs). Let &'(y'(eye)) < vo. By Lemma 8, ~v R5(In,,50) [V0/Tve]. Let = 7o = 70:Q and
F 0'(1e) = 7. By Lemma 7, 6[ro/t] ~any [T/te,7)/t]. Then by induction hypothesis,
S0/ 0(1(€)) ~s00n) [7t1es /1) [t0/3] (). Then,

(v (At:Q.e)) ~5(Vt.os) (v ({Ateer:| ALy | Azyet| DL | AL Qe T, eve)))-

Case (tapp). Let AecnviAargi lenvilarg & €7 ~ €/7/. By induction hypothesis, dv(e) — v,
§'y'(e) = 'y and v Ry, v'. By Lemma 6, §(7) =~ §'(7). Then vd(7) ~s(sy10/q) V7"
Hence 6y(eT) ~5(oy[r/4) 67 (€'T').

/

Case (app). By induction hypothesis, évy(e;) — vy, §'y/(e]) — vy, and vy =44, v]. By
induction hypothesis, dy(ez) < va, 0'7'(€}) — vh, and vy =,, v). Then vivy ~,, vivh.
Hence, §v(e1e2) ~s, 8'7'(€)€)).
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5.2 Closure Representation

In this section we present closure representation for the second order language. We use types
with existential kinds to abstract the representation of type environments and existential types to
abstract the representation of value environments. Further, we introduce the type ¢ = o/, derived
from translucent types, to solve the typing problems discussed in the overview.

5.2.1 The Target Language

The target language for polymorphic closure representation, called A% | is defined as follows:

Kinds k= k| Q| (k1 X...X Kp)

Types ou= b |t | (o1 X...X0n) | (01,...,04) | 7 0 |
Viuko | oy = 02 | 01 =02 | Jtuko | ko

Fip’s en= a | ¢ | Avioe | eg eg | Atikee | e o |
(e1,...,€n) | mie |

pack o with e as o’ |

open € as t::k with x:0 in ¢
pack K with e as o |

open € as k with z:0 in €

There is no distinction between types and constructors for A¥-3 because type application is no longer

AV needs this impredicativity because some monotypes from the

restricted to just monotypes.
source language are translated into types with quantifiers. To simplify the language, we provide
full abstractions (A and A) instead of codes which abstract more than one argument at a time.
To provide types with existential kinds, we need to introduce kind variables k£ and kind contexts
for the typing judgements of A¥? . A kind context K is simply a sequence of kind variables,

{k1,...,k,}, (n > 0). The typing judgements of the language consist of the following:

K:AFo:ik o has kind k.
K:AF oy =09:k o1 and oy are equal types of kind &.
Ki;A;Tke:o e has type o.

The typing rules are defined in Figures 11 and 12. As described in the overview, the typing rule
for type applications is split into two rules: (ins) and (fapp). The rule (ins) restricts the domain
of type application to the specific type o’. This corresponds to restricting the type from Vt::x.0 to
Vit = o'::k.0 and propagating the equivalence ¢t = ¢’ into 0. The actual type application for ¢/ = o
is permitted only for the type ¢ in the rule (tapp). Other interesting rules are (kpk) and (kop) for
types with existential kinds. They are almost analogous to the rules for ordinary existential types.
However, we have to check that the type abstracted on a kind, dk.o, is well-formed because this is
not necessarily true even if o[x/k] is well-formed. For example, Vt::(Q2 x Q).7q(¢) is a well-formed
type, but 3k.Vt::k.mi(t) is not.

The operational semantics of the language is defined in Figure 13.

Lemma 9 (Substitution)
1. IfRw{k}; AT e o, then Ky Alr/k; Ulk/k|F elw/k] = o[k/k].
2. If K;Aw{turhiTFero and KA F og ik, then K; A D[oo/t] F e[og/t] : aloo/t].
3 KA Tw{ziogt b e:o and Ky AT Feg:og , then Ky AT E eleg/z] 2 o
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Well-formedness of types:

KiAEb:Q KiAw{tzr} Ft o r (t € Dom(A))
KiAFo :Q KiAFo:Q KiAFoyakr -+ KiAbFo, ok,
KiAFo' —o0:Q KiAFAor,...,00) (K1 X o0 X Ky)

KiAFo:(k X ... X Ky)
K:AFmo kg

K: Aoy -+ K;AbFo,
KiAF (o1 x...X0,):Q

(1 <i<n)

KiAw{turi o= Q
K;AFViiko :Q

KiAbFo' :r KiAbo::Q
KiAbFo' = 0:9Q

(t & Dom(A))

KiAw{turi o= Q
K;AFTJtiko 2 Q

Ku{k}; At o::Q
K;AF3dko:: Q (k& K)

(t & Dom(A))

Primary rules for equivalence of types:

KiAFm({or,...,on}) =0k KiAFA{m(0),...,7mn(0)} =0 (k1 X o0 X Ky)

Figure 11: Formation and Equivalence of Types for A»3

The following lemma is implicitly used throughout the proof of the Type Preservation Theorem
(below).

Lemma 10
1. IfK;AF oy s oy=0] 20, Q, then KA oy =0 0 Q and K; A oy =0) 0 Q.
2. IfKsAb oy = o09=0] =05 Q, then K;AF oy =01 0 Q and K;AF oy =0) 0 Q

Proof. The lemma is proved by defining reduction of types by =;(o1,...,0,) — 0; and
(r1(0),...,7m,(0)) — o. The reduction is Church-Rosser and strong-normalizing. Thus, we have a
decision procedure for K; At o1 = g9::k.

Theorem 7 (Type Preservation) If(;0;0F e : 0 and e < v, then 0; ;0 v : 0.

Proof. By induction on the derivation of e — v. In the proof, we write - e : o instead of
0;0;0F e: 0. We assume the last rule used to drive ke : ¢ is not the rule (teq).

If the last rule is (teq), there exists a derivation of F e : ¢’ such that F o = ¢/::Q and the last
rule is not (teq). Then, - v : o’. Hence, v : 0.

Here we show only cases for application, type application, and open expressions.

Case: €1 ey < v is derived from e; — (Az:07.€) and €3 — vy and e[vz/z] < v. Let I e e3:02 be
derived from F ey : 01 — 03 and F €3 : 02. By the first induction hypothesis, - (Az:0;.€) :
o1 — 09. and F vy : o;. Then 0;0; {201} F e : 03. Hence, by the substitution lemma,
Fe[vg/x] : 09. Then by the second induction hypothesis, v : o9.
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K:AbFo'uk KA TEe:Viiko (tapp) K:A;The:o' =0
K:A;TkFe:o = olo'/t] ap K;A;T'Heo o

(ins)

(var) K;A;T'w{ziwolFa o (const) K;A;Ec:b

(tuple) A;TFey:op -+ ATRe, 0,
upie AT E(er,y .. ye0) i (01,0, 00)

( ) A;TFe:(og x...x0y,)
proj AT Eme:o;

KiAsTw{zwo'bFe:o

(1<i<mn)

(abs) K;A;TEAzwo'e:o w0 (& Dom(L'))
(app) K;A;Tkep o' w0 KA THey: o0
ap KAl ejeg:o

(tabs) KiAw{tzx}; ke o (t & Dom(A))

K;A;T'F Atike :Vick.o
. K;A;Tke:o! KiAbFo=0'2:Q
(teq) K:A;T'kFe:o

KiAFo'ur KiA;TEe:olo!/t]
K;A;T'Fpack o' with e as k.0 : Tik.o

(tpk)

K;A;TEe:3tuko K AWt} TW{zio} e 0o’

!
(top) K;A;T'F open e as t:x with 2:0 in € : 0’ (t & FTV(o),x & Dom(T))
(eph) KiAFJko:=Q KA UEe:olr/k]
p K;A; ' pack k with e as dk.o:dk.o
. . . . . . .
(kop) KiAilke:dko KWk;A;Tw{awolke o (k & PKV (o), 2 & Dom(T'))

K;A;TF open e as k with z:0 in ¢ : 0o’

Figure 12: Typing Rules of A"
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V—=v

€1 V] ... €, U, €< (V1y...,Up)
(e1y..ey€n) = (V1,...,0p) T € = vy

€1 <> Azior.e ez = vy e[vyfr] — v e1 = Atiike elo/t] — v
€1 €9 — U €1 0 —= 0

e v
pack o with e as ¢” < pack o with v as o”

€1 < pack oy with v as o' eyfoy/t][v/a] = v
open e; as fuk with z:0 in ey —= v

€ v
pack k with ¢ as ¢’ < pack k with v as o’

€1 < pack k with v as o' eg[k/k][v/a] — v
open e; as k with z:0 in e; — v

Figure 13: Operational Semantics of A¥3

Case: €1 03 < v is derived from e; — (At:ik.€) , and [o3/tle < v. Let - ey 02 : o be derived
from - e; : 03 = o. By the first induction hypothesis, = At::k.e : 02 = 0. Hence,
At::k.e : Vtik.o! such that o'[oy/t] = 0. Then (; {t::x}; 0 F e : ¢'. By the substitution lemma,
b e[oy/t] : o'[o9/t]. Hence & e[a}/t] : 0. Then by induction hypothesis, - v : o.

Case: open e; as k with z:07 in e; < v is derived from e; — pack x with v; as dky.0q and
ez[k/k][v1/x] < v. By the definition of the typing derivation, - ey : 3k1.01. By the induction
hypothesis, - pack k with vy as Jky.0y : Fky.0y. Hence, - vy : o[k/k]. On the other hand,
from {k};0;{z:01} F ey : o, then by the substitution lemma, & e3[x/k][vi/2] : o, taking
advantage of the fact that k ¢ FKV (o). Thus, Fv:o.

Case: open e as t:k with z:0q7 in e; = v is derived from e; — pack oy with vy as Jki.0q
and ez[oz/k][v1/z] — v. By the definition of the typing derivation, - e : 3t::k.01. By the
induction hypothesis, - pack oy with vy as Jt:k.0y : Jtiik.oy. Hence, b vy @ o[oy/t]. On the
other hand, from 0; {t::x}; {@:01} F €3 : 0, then by the substitution lemma, b es[oy/t][v1 /2] :
o, taking advantage of the fact that ¢t ¢ FTV (¢). Thus, Fv:o.
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5.2.2 The Translation

We define the closure representation stage as a type-directed translation from A% to A%3 . We
begin by defining a translation from source constructors and types to target type as follows:

it =t
o] = b
|(o1,...;00)] = (oi],...,|on])
imio| = milo]

(lo1] X ... X Jou)
Vs ove| = |o1] = |o2]

|(o1 X ... x 0,)]
|vcode(t::k, Oye, 01, 02)]
|tcode(t:ik, Oye, s::K, 03))| Viik.|oye] = Vsuk'.|og]
|o1 — o3 k. 3tk FtoQ.((t = to — |o1| — |o2]) X to)
|Vsik.op| = 3k.3tak.TtemQ.((t = to — Vsuk.|og|) X to)

The code types are translated to the corresponding types described in the previous section.
The translation of a function type abstracts the kind of the type environment, &, and the type of
the value environment, 5. The type environment ¢ is paired with the code by using an existential
type. Since the type of a code is instantiated by ¢, only the type environment of the closure can
be given to the code. The code and the value environment are paired as in the simply-typed case.
The translation of V has the same structure as that of an arrow type.

The translation of expressions is given in Figure 14. To simplify the presentation, we introduce
the following derived forms for expressions:

pack k,0q,09 with e as Jk.Jt:k Tty Qo =
pack k with
pack o; with
pack o, with e as Vtg:Q.o[x/k][o1/1]
as Jtuk.Jtp:Q.o[k/k]
as dk.Jt:k. Tty Q.0

open € as k,t,tp with z:0 in € =
open e as k with y:Jt:k.Jtp:Q.o
in open y as {:k with z:3tg:Q.o
in open z as tg:f2 with x:0 in €

The kind of the type environment, the type environment, and the type of the value environment
are packed with the pair of the code and the value environment. In the translation of applications,
the type environment is obtained from a closure by an open expression and the code and the value
environment are obtained by projections. Then the type environment, the value environment, and
the argument of application are passed to the code.

It is straightforward to show that the type translation preserves the equality of types and
commutes with substitutions.

Lemma 11 1. IfAFo =o' in A", then ); AF |o| = |o']:Q in AV .
2. IfAFT=7"ukin AV then 0; A& 7| = |7k in AY7

Lemma 12 |o|[|7|/t] = |o[7/t]].
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(var) AsI'>a:o~a (const) AjI'be:b~c

(prod) AsTrey:op~e) AT e, 0,~ €l
P AT (er, ... 6n) 1 (01 X oo X 0,) ~ (€, ..., €l)

n

ATpe:(op X ...x0,)~ ¢
AT me:o~ me

(proj) (1 <i<n)
{tteiihte }; {TveiOye, T:01} > €1 0 ~r €
(vcode) AT > (AtgeriRie-AlyeiOve . AT:01.€) 1 veode(tiel e, Ove, 01, 02) ~
Alteiibte- A yei|Ove| Ax:|oq|.€’

{tteiihtes LR} {TveiOye} D€ 0~ €
(tcode) AT > (AfgeiiFre- Al veiOve. Atiik.€) @ tcode(tieiiFie, Ove, LK, 0) ~
Alterihpe- ATyt |Oye| Atk

/

AT b e veode(tieiiKte, Ores 01, 05) ~r € AT B €ye t Oye ~r €l

vel vel !
(vel) AT > ((e,7, el : 01 = 03~ pack Kie, |T],|0ve] with (¢, €l,) as |0y — 03
A;l'peg o v o3~€] Ajl'dey:op~é)
A;l'> ey e3: 09~ open €] as ke, tie, tve
(app) :
with Y- <tte = tyve — |Ul| — |02| X tve>
in (1Y) tee (T2y) €5
(tel) AT > e tecode(tieiihte, Ore, Lk, 0) ~r € AT B €ye : Oye ~r €l
AT (€, 7, eye)) @ VEiik.02 ~» pack Kge, |T|, |Ove| with (€/,€.) as |Vi:k.0]
AT > e:Vink.o~ €
(tapp) A;TperT:o[r/tj~ open € as ke, tte, lye

with y @ (e = tye — VEuK.|0O| X tye)
in (1Y) tee (m2y) |7|

Figure 14: Closure Representation
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Proof. By induction on the structure of o.
Case |Vsuk.ol|[|7]/t] = Fk. Ttk Fto: Q.. ((t = to — Vsuk.|o|[|T]/t]) X to).
By the induction hypothesis, |o|[|7|/t] = |o[r/t]|. Then |Vs:k.o|[|7|/t] = |Vs::k.0[T/t]].

a

The type correctness of the translation is proven by induction on the derivation of the transla-
tion. The typing rules for ¢ = ¢’ are essential to prove the cases for the translations of closures.

Theorem 8 (Type Correctness) If A;T'>e: o~ €, then O; A; T € :|o].

Proof. By induction on the derivation of the translation. We only show some important cases
below. The other cases are clear from the definition or the induction hypothesis.

Case (vel). By the induction hypothesis. 0; A;|T| b € @ Vieiifite.|obe| — |01] — |ob]. and
0; A; [T F e : |oye|l. Then

0; A; [T € || = (lovel = loi] = 02D/t

By Lemma 12, 0; A; [T'| €' 2 |7| = |oye] = |o1] = |o2]. Let o/ be to::Q.((|7] = to — |o1]| —
|og|) X to). Then
0; A; |T| F pack |ove| with (€', e)) as o' : o’

Let 0" be Jt::kpe. Tt Q{(t = to — |o1] = |o2]) X to). Then

0; A;|T'| F pack |7| with pack |ov.| with (¢/,e}) as o as o : 0"
p p 0

Let o/ be 3k.3t::k.Fto:Q.((t = to — |o1| = |o2]) X to). Then

. . . : . o7 / " ", n
b b ) .
0; A; |T'| - pack s with pack |r]| with pack |oy.| with (¢',ey) as o' as 0" as 0" : 0

Case (tcl). By the induction hypothesis. 0; A;|T| & €' : Vigerikie.|0be| = Vsiik'.|ob]. and 0; A; |T| F
) : |ove|]. Then
0: AT €' s 7] = (love] — Vsur [od])[|7]/tee]

By Lemma 12, 0; A; || F €' 1 |7]| = |ove| = Vsi:k'.|oa]. The rest is similar to the case above.

Case (app). Let e be ey e and A;T > e ~+ ¢’. By induction hypothesis, 0; A;|T| - €] : |oy — 03]
and 0; A; [T F €}t |oy]. Then {kie}; AW {tte, tve}; [T W {y:{tte = tye = |o1] = 02| X tye)} F
(71Yy) tee (m2y) €51 |oa|. Then ;AT F € : |ogl.

Case (tapp). Similar to the case of (app).

Case (teq). By the induction hypothesis, §; A;|T'| + ¢’ : |¢’|. By Lemma 11, §; A = |o| = |o’|::2.
Hence, 0; A; [T F € : |o].
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5.2.3 Operational Correctness

Next, we prove that the translation from AV to A¥3 preserves the operational behavior of a
program. We define logical relations indexed by sources types as before. However, the definition is
more complicated due to the presence of types of the form 7;(o) in the source language. Consider
the reduction of types generated by orienting the type equivalences as follows: m;(01,...,0,) — 0;
and (my(0),...,7m,(0)) — o. It is clear that this reduction is Church-Rosser and strong normalizing.
Thus for all F o, there exists a unique ¢’ in normal form such that - o = ¢’ ::. Further, if - 0 = ¢’,
then the normal forms of o and ¢’ are syntactically equal. Thus, we write N F'(o) for the normal
form of o.

The logical relation for type o that is not in formal form is defined by the relation for N F' (o).
In the definition of the relations, we make use of the fact that if ¢ is a normal form, then ¢ is not of
the form m;(¢’). The relations are defined inductively using the lexicographic order of the number
of ¥, vcode, and tcode constructors in ¢ and the size of o.

€~y e iff e vande<v and va, v'.
VR, U iff v &NF@©) v’ where ¢ is not in normal form.
C =Xy C

U Rycode(tinove, ) U L forall b7k, vo & [0 vy and v Ry [ v,
(v, 7, 00)) vi ~oyryg V' IT| Vg v
U Rt code(tin,ove,sintos) U 1L forall b7k K and vo R 1/ v
(v, 7 v0) T ~osfrftmys) O IT] v [T
VR oy U iff for all vy =, v,

v vy ~,, openv ask,t ty
with 2:((t = to — 01 — 02) X t)
in (rpa) t (re2) v)
U Rsipo, U iff for all -7 :: &,
U T ~g,r/s] open v as ki o
with 2:((t = to — Vsu:Q.o9) X 1)
in (m )t (72 2) |7
(V1y++ 3 0) Ry xxon) (V155 0p) Gff forall 1 <@ <ny v =4, 0]

From the definition, it is clear that if F ¢ = ¢/, then ~,=~,, and ~,=~,;. The value relation
extends to substitutions (v) in a straightforward manner.

We write & :: A if for all t::k € A, O F §(t) :: k. The operational correctness of the translation
is proved by induction on the derivation of the translation.

Theorem 9 (Operational Correctness) Let -6 it A and v R25(I) Y. If AT > e:o~s € then
3(y(€)) ~s(0) 161(7'(€)-
Proof. By induction on the derivation of A;I'>e: o~ €.

Case (var) and (const). Clear from the definition.

Case (prod) and (proj). Clear from the induction hypothesis.

Case (teq). By induction hypothesis, éy(€) ~, |8]7'(€’). Since ~y=rv,r, dv(€) ~, |8|7'(€').
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Case (vcl). By induction hypothesis, §(vy(e)) ~s(vcode(tim,ol, o) ol)) 18] (v (e") and 5( (eve)) ~ 5(ove)
6[(7'(€ve)). Then dv(e) = v, [d[7(¢') = ', and v ~s(veode(t:k,ol, 0! o)) v" and §y(eve) <
vo, |8]7'(€e) < vh, and vo ~s(s,.) V- Let v Rs(,,) v1. Then (v, 7, vo)v1 ~s(oy) V'[T[V0VI
On the other hand, let e; be pack &, |7|,|ove| with (¢’,€l,) as |0y — 02| and o be (t = t; —
|o1| — |o2] X to). Then

open |4|(y'(e1)) as k,t,tp with z:0 in m(@)tmg(a)v] — vf iff V'|7|vjv" < V5.

Hence (S’y(<<€7 T, 6ve>>) ~i(o1—02) |5|7/(61)

Case (vcode). Let = 7k, 8" be [7/tie], V0 Ry [r/te] Vs a0 V1 Rg [ /4,,] U1+ Then,
[00/ @ ves V1/%] R§1({wyeiove,mior}) [V0/Tves v1/2]. Then by induction hypothesis,
&' ([vo/ T ve, V1/T]€) ~o1(50) |6 [([V5/Tve, v1/]€’). Since FV (e) C {z,zye} and FTV (e) C {tie},
(S (7 (Atpeiihte-ALyeiOye - ATIT1.€) ), T, VONVL ~5(03)[7 /tre] 107 (Atte::hte . A ye:|Ove| - Ax:| oy |.€7) | T|v{v].
Then,
(7 (Algerihite- ATveiOve. ATI01.€)) ~s(ycode(teinie ove,ot,o0)) 1017 (AlteithATvet|ove|. Azz|or].€').

/

Case (app). By induction hypothesis, 6(y(e1)) < v1 and [6](7'(€1)) = vy and v1 Rs(s, 5ey) V1
By induction hypothesis, §(v(ez)) < v and [6](v'(e})) = vh and vy Rs(s,) v3-
By the definition, vivy ~j(,,) open v] as Kkie, e, tye with y ((tte = tye = 02 — 02) X
tve) in mi(y)tiema(y)v2. Thus, dv(ere2) ~j(5,) [6]7(open €] as ke, tie, tve With yi((te =
tve — 01 — 02) X tve> in 71-l(y)tteﬂ-Q(y) 2)

Case (tcl). By induction hypothesis, é(y(e)) ~ (tcode(t sl 5iiR! 0 |5|( (€')) and §(7y(eve)) ~5(ove)
|5|(7/(€</e)) Then 57(6) — v, |5|7/(6/) — U and v NS(tCOde(t..ﬁ,ave,s..ﬁ ,04)) v’ and 57(€ve) —
vo, |87/ (€ehe) = g, and vy 5 (ve) vy. Then (v, 7, vo) 7" ~g, V|7 00| 7'].
On the other hand, let e; be pack &, |7|,|ov.| with (€/,¢) as |Vsk'.02| and o be (t =ty —
Vsuk'.|oz| X tg). Then

open |§|(y(e1)) as k,t,tp with z:o in my(a)tma(a)|7| — v} iff V'|7|vy|7| < V).

Hence (S’y(<<€, T, 6ve>>) ~E(Vsuk!.og) |5|7/(61)

Case (tcode). Let = Tiik, = 70k, 8" be [0 /e, 0'/s], and vo &, [7/1,.] V0. Then, [v0/Tve] Rsi((ryeirve})
[05/@ve]. Then by induction hypothesis, &'([vo/@vel€) ~si(5,) [6'[([v/@ve]€'). Since FV (e) C
{&ve} and FTV (e) C {tte, s},

(8(y(Atperihte- AT yeiOve Ak’ €)), T, o) T/ ~5(02) 7 tres /5] |07/ (Atteih. A yve|Ove| Asik’.€')| T vl T'].
Then,
Oy (AR ATveiOve- NSt .€)) ~stcode(tein,ove sinyo)) 1017 (Altetih. AT vei|ove| Asiik'.ef).

Case (tapp). By induction hypothesis, §(y(e)) — v and [5](v(¢’)) — v" and v ~j5wypm.o) V-
By the definition, vd(7) ~5(o)[5(r)/s] OPen v as ke, tre, tve with y:((te = tye — Vsik.0O) X
tve) in w1 (Y)teem2(y)|0(7)|. By Lemma 12, |6(7)| = |§|(|7]). Thus, dvy(eT) ~5(olr/s])
|0]7'(open €' as ke, tie, tve With y:{(te = tye — V$:1K.0) X tye) in m1(y)teem2(y)|T]).
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6 Summary and Conclusions

We have presented a type-theoretic account of closure conversion for the simply-typed and polymor-
phic A-calculi. Our translations are unique in that they map well-typed source terms to well-typed
target terms. This facilitates correctness proofs, allows other type-directed transforms such as CPS
conversion or unboxing to be applied after closure conversion, and supports run-time examination
of types for tag-free garbage collection.

We have put the ideas in this paper to practical use in two separate compilers for ML: one
compiler is being used to study novel approaches to tag-free garbage collection and the other
compiler provides a general framework for analyzing types at run time to determine the shapes
of objects. Propagating types through closure conversion is necessary for both compilers so that
types can be examined at run time. For simplicity, the current implementations of our compilers
use abstract closure conversion. As many compilers, our compilers avoid creation of closures for
known-functions. Such optimization does not introduce any problem.

Lightweight closure conversion proposed by Wand and Steckler [38] may also be formulated
as type-preserving translation as our closure conversions. However, the definition of translation
may become complicated because the type of the closure as well as the translation of abstraction
depends on which free variables passed directly.

In some implementation, a closure is represented by folding code pointer into the environment
record [3]. Such representation may be formulated as abstract closure conversion with some mod-
ifications. However, closure representation for such closures seems to need more powerful type
system.
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