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Abstract
This paper studies microarchitectural side-channel attacks

and mitigations on the on-chip mesh interconnect used in
modern, server-class Intel processors. We find that, though
difficult to exploit, the mesh interconnect can be abused by
an adversary even when known attack vectors inside the cores
and caches are closed. We then present novel, non-invasive
mitigation mechanisms to interconnect side-channel attacks
and offer insights to guide the design of future defenses.

Our analysis starts by thoroughly reverse engineering the
mesh interconnect to reveal, for the first time, the precise
conditions under which it is susceptible to contention. We
show that an attacker can use these conditions to build a cross-
core covert channel with a capacity of over 1.5 Mbps. We
then demonstrate the feasibility of side-channel attacks that
leak keys from vulnerable cryptographic implementations by
monitoring mesh interconnect contention. Finally, we present
an analytical model to quantify the vulnerability levels of
different victim and attacker placements on the chip and use
the results to design a software-only mitigation mechanism.

1 Introduction

Microarchitectural attacks have become an increasingly seri-
ous threat to system security. In a microarchitectural attack,
an attacker infers secrets about a victim program by mon-
itoring the side effects of the victim’s execution on shared
hardware resources. These types of attacks can be used to leak
cryptographic keys [6,30,61,73,75,101,103], browsing activ-
ity [72,83,84], user keystrokes [37,38,56,57,77,78], and other
secret information [35,41,43,98]. Moreover, these attacks can
employ speculative execution to completely bypass memory
isolation and leak arbitrary data [13, 54, 59, 81, 86, 87].

In the past two decades, several hardware resources have
been exploited to mount microarchitectural attacks, including
caches [61, 73, 75, 101], branch predictors [2, 22, 23], and exe-
cution ports [5, 10, 33]. Fortunately, we have also seen more

∗These authors contributed equally to this work.

practical mitigation mechanisms. For example, to block at-
tacks targeting SMT contexts, operating systems can disallow
programs from different security domains from being sched-
uled onto the same CPU cores. Multiple effective mitigations
to block cache side-channel attacks have also been proposed
via spatially partitioning shared caches or flushing cache con-
tent upon context switches [12, 28, 32, 53, 60, 100, 107].

In this paper, we study an on-chip microarchitectural attack
surface that remains open even if all attack vectors in the
cores and caches are closed: the on-chip interconnect. De-
spite active research on microarchitectural security, very few
works [20, 74, 82, 90, 92] have explored attacks and defenses
on the on-chip interconnect. Such an interconnect extends
across the whole chip and is used to connect all on-chip re-
sources, including shared caches, DRAM controllers, and I/O
ports. Specifically, the majority of accesses to the last-level
caches and all accesses to DRAM need to travel through cer-
tain segments of the on-chip interconnect. Given their high
accessibility, on-chip interconnects are likely to become in-
creasingly relevant for microarchitectural security, especially
as attack vectors inside the cores and caches are closed.

1.1 Challenges of Exploiting Mesh Interconnects

In particular, we explore microarchitectural attacks and miti-
gations on the mesh interconnect used in Intel server proces-
sors since 2016 [96]. On these processors, on-chip resources,
including cores, private caches, and LLC slices, are organized
into tiles and placed on the die using a 2-dimensional grid
layout, shown in Figure 1. The mesh interconnect provides a
bidirectional link between each pair of neighboring tiles.

There exist two key challenges to building microarchitec-
tural attacks on the mesh interconnect. First, it is difficult to
contend spatially on a mesh topology. For contention to occur,
the attacker’s and the victim’s traffic flows must overlap on the
interconnect. Server processors with a mesh interconnect con-
tain many cores, providing numerous placement options for
the victim and the attacker. Moreover, the mesh interconnect
is designed to distribute traffic to avoid congestion. Consider-
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ing the numerous placement options and sparsely-distributed
traffic flows, blindly trying to detect interconnect contention
is ineffective. An effective attacker must carefully consider
the scheduling policies used by the mesh interconnect.

Second, it is difficult to create temporal contention. Tem-
poral contention happens when the attacker’s and the victim’s
traffic use a segment of the interconnect simultaneously. A
memory access that misses in the L2 cache and hits in the LLC
slice of a neighboring tile may spend 50 cycles in the cache
but only 2 to 3 cycles on the interconnect. The probability
for two such memory accesses to contend on the interconnect
is low. Moreover, the extra latency caused by interconnect
contention is small and thus is very sensitive to noise.

Taken together, these challenges require the attacker to have
a thorough understanding of the mesh interconnect protocols.
In fact, we show that uncovering details about the interconnect
is not only essential for attacks, but also useful for mitigations.

1.2 This Paper

In this paper, we answer the following two questions. First,
is it really feasible to construct side-channel attacks by only
exploiting contention on a mesh interconnect? Second, are
there non-invasive approaches that can mitigate interconnect
side channels without requiring hardware modifications?

We start by reverse engineering previously unknown details
about Intel’s mesh interconnect. First, we reverse engineer the
lane scheduling policy on the interconnect. We find that each
segment in the mesh interconnect consists of multiple lanes,
and the lane scheduling policy decides which lane a traffic
flow will use based on the flow’s source and/or destination
tile. Interestingly, the policies for vertical rings and horizontal
rings are completely different. Second, we reverse engineer
the priority arbitration policy used at each tile. We find that
the priority of a traffic flow is determined by its source tile.
The priority information is important since traffic flows with
a high priority cannot be delayed by ones with a low priority
and thus cannot be used to observe interconnect contention.

We use the reverse-engineering results to build covert and
side-channel attacks that exploit mesh interconnect contention.
Our attacks work even if the processor has deployed miti-
gations against a wide range of microarchitectural attacks,
including attacks targeting SMT resources, private and shared
caches, and DRAM. Our covert channel can achieve a capac-
ity of 1.53 Mbps. Our side-channel attack can extract keys
from vulnerable ECDSA and RSA implementations.

Finally, we offer insights into mitigating interconnect side-
channel attacks. Specifically, we find that the victim and at-
tacker placements significantly affect attack efficacy. Impor-
tantly, not all the cores are equally vulnerable. We then design
an analytical model to quantify vulnerability levels and vali-
date this model using our side channel. We use the findings
of our model to guide the design of a non-invasive software-
based mitigation to interconnect side-channel attacks.

Disclosure We disclosed our findings to Intel in Q2’21. Intel
classified our attack as a “traditional side-channel attack”, and
referred to their guidance on software-based mitigations [46].

2 Background

2.1 Cache Architecture

The cache is used to store data and instructions for fast access.
On modern processors, the cache is typically set-associative.
A cache line can reside in any way of a cache set, and the
cache set that a line maps to is determined by its address bits.

Modern Intel processors have two levels of private caches
(L1 and L2), and a shared L3 cache, also called last-level
cache or LLC. The L1 cache is small (e.g., 32-64 KB) and
fast, typically responding within 5 cycles. The L2 cache is
slightly bigger (e.g., 256 KB-1 MB) and has a latency of 10-
20 cycles. Finally, the shared LLC is large (e.g., several to
tens of MBs) and has a latency of 40-60 cycles. The LLC
latency is still much lower than the main memory (DRAM)
access latency, which is on the order of 200-300 cycles.

When a memory access is issued by the core, the L1 cache
is checked to find out if the data is present in the cache. If it
is a hit, the data is sent to the core. If it is a miss, the request
is sent to the L2 cache. Similarly, if the request misses in L2,
it is further sent to the LLC and then to main memory.

LLC Slice Organization The LLC of modern Intel proces-
sors is organized into multiple slices (partitions). In client-
class processors, the number of slices is the same as the num-
ber of cores. In server-class processors, the number of slices
is sometimes greater than the number of cores (as we see in
Section 3). Such an organization is helpful to keep the de-
sign modular and scalable. Intel processors map each memory
address to a particular slice ID using a proprietary mapping
function that is designed to keep the distribution of cache lines
among slices as uniform as possible [43,44,48,50,64,67,102].

Cache Inclusiveness The LLC can be inclusive, exclusive,
or non-inclusive. In an inclusive LLC, cache lines in the L2
caches are also present in the LLC. In an exclusive LLC, a
cache line is never present in both the L2 caches and the LLC.
In a non-inclusive LLC, a cache line in the L2 caches may or
may not be present in the LLC.

2.2 On-chip Interconnect

On multi-core processors, an on-chip interconnect connects
physical cores, shared caches, and memory controllers. Since
the late 2000s, Intel has used a ring interconnect architecture,
known as a ring bus. However, rising core counts on Intel’s
high-end processors revealed scalability issues which led In-
tel to develop the mesh interconnect. This interconnect first
appeared in the Knights Landing microarchitecture in 2016
and has since been used by all Intel processors in the Xeon
Scalable server series and the high-end Core X-series [96].
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Figure 1: Intel mesh interconnect architecture.

Mesh Topology The interconnect topology determines the
physical layout and connections between hardware modules.
We call each hardware module a tile. Intel’s mesh intercon-
nect topology, shown in Figure 1(a), organizes tiles into a
2-dimensional array and forms a grid. Each tile is directly
connected to its immediate neighbors [47, 96].

Tile Types Relevant to this paper are two types of tiles:
Core tiles and IMC tiles [96]. As shown in Figure 1(b), a Core
tile incorporates a CPU core (including L1 and L2), an LLC
slice, and a ring stop. The LLC slice includes the data, direc-
tory (snoop filter), and a control unit called the Caching/Home
Agent (CHA), used to maintain cache coherency between tiles.
The ring stop is responsible for injecting, forwarding, and re-
ceiving traffic to/from the interconnect. It is also referred to as
a node router or ring station [74]. An IMC tile includes a ring
stop and an integrated memory controller that is connected to
off-chip DRAM modules. Cascade Lake processors have two
IMC tiles placed symmetrically on the border of the grid.

2.3 Microarchitectural Side Channels

A microarchitectural side channel involves a transmitter in the
victim’s security domain and a receiver in the attacker’s se-
curity domain stealthily communicating with each other. The
medium of the communication channel is some microarchitec-
tural structures whose states and occupancy can be modified
by the transmitter and the receiver’s activities. Similar to prior
work [33, 74], we classify microarchitectural side channels
into two groups based on the type of resource they exploit:
eviction-based attacks and contention-based attacks.

Eviction-based attacks (also called “stateful”) focus on
microarchitectural resources that hold shared states, such as
caches [1,3,6,17,19,30,37–40,49,52,58,61,65,69,72,73,75,
80,83,84,101,105,106], TLBs [34], DRAM row buffers [77],
and Branch Target Buffers (BTB) [2, 22, 23]. An eviction-
based attack generally involves three steps. First, the receiver
executes and brings a shared microarchitectural structure into
a known state. Second, the transmitter is triggered to modify
the shared state based on some secret value. Third, the receiver
probes the structure to learn the modified state and infer the

secret. The classical cache attacks such as Flush+Reload [101]
and Prime+Probe [73, 75] follow the three steps above.

Contention-based attacks (also called “stateless”) exploit
the finite bandwidth capacity of a resource that is shared
by multiple programs. Such resources include functional
units [4,93], cache banks [103], execution ports [5,10,33], the
memory bus [97], random number generators [21], the on-chip
interconnect [74], and the off-chip interconnect [51]. When
multiple parties concurrently use such a resource, delays oc-
cur which might result in information leaks. In a contention-
based attack, information leakage happens only during the
time when the victim is utilizing the shared resource, in con-
trast to an eviction-based attack, where the attacker and the
victim do not need to simultaneously use the shared resource.

3 Target Architecture and Tile Layout

In this section, we describe some basic architectural param-
eters of the Intel Xeon Scalable Family Processors on the
Purley platform launched in 2017, which implement the mesh
interconnect. These parameters include the cache configura-
tions, the tile layout, and the tile mapping which are necessary
to reverse engineer the mesh interconnect in Section 6 and
carry out the attacks in Sections 7 and 8. Throughout the
paper, we run our experiments on a 24-core Intel Xeon Gold
5220R (Cascade Lake) processor running Ubuntu 18.04.

Cache Configurations Our processor features three levels
of caches. The L1 is 32 KB with 64 sets and 8 ways. The L2
is 1 MB with 1024 sets and 16 ways. Each LLC slice is 1.375
MB with 2048 sets and 11 ways. Importantly, the shared LLC
is non-inclusive. To generate interconnect traffic between two
given tiles, we need to generate cache accesses that miss in
the private caches and hit in a specific LLC slice. We describe
how to do this with a non-inclusive LLC in Section 5.1.

Tile Layout Intel Cascade Lake processors come with three
different die configurations, namely, LCC (low core count),
HCC (high core count), and XCC (extreme core count). We
focus our analysis on the XCC configuration, which consists
of 30 tiles, organized into a 5×6 grid, shown in Figure 2.

Prior work [42, 55, 68] provides multiple approaches to re-
verse engineer the tile layout. We used an approach similar to
the one from McCalpin [68], that we describe in Appendix B.

Figure 2 shows the results of our reverse engineering. We
label each tile using a 2D coordinate (x,y), where x indicates
the row number and y indicates the column number. For ex-
ample, tile (0,0) is at the top left corner of the chip.

In this processor, there are two IMC tiles, located symmet-
rically at (1,0) and (1,5). The remaining 28 tiles are all Core
tiles. Two Core tiles, (3,3) and (4,2), are completely disabled
(black), and another two tiles, (4,0) and (4,5), are partially
disabled (yellow). In a partially disabled Core tile, the LLC
slice, directory slice, and CHA are enabled while the core and
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Figure 2: An example tile layout of an Intel Cascade Lake
processor with 24 active cores and 26 active LLC slices.

private caches are disabled. As a result, our processor has 24
active cores and 26 active LLC slices.

The position of the disabled tiles may vary between chips of
the same model [68]. For example, we found that on another
chip with the same processor model, the completely disabled
tiles are located at (3,1) and (4,5) and the partially disabled
ones at (4,0) and (3,5). We describe how this variability can
be accounted for by an attacker in Appendix B.

Tile Mapping To reverse engineer the mesh interconnect
protocols, we also need to know 1) which tile a given CPU
ID maps to, and 2) which tile a given LLC slice ID maps to.
The CPU ID is used by the operating system (OS). Since our
24-core processor has hyper-threading (SMT) enabled, the
OS sees 48 logical CPUs. CPU c and CPU c+24 always map
to the same tile. The LLC slice ID is kept internally by the
hardware and is referred to as the CHA ID by Intel.

Our approach to inferring the tile mapping information is
similar to the one from McCalpin [68] and is described in
Appendix B. Figure 2 shows the two mapping relationships
we found using such an approach on our processor. For clarity,
we use the 2D coordinates to refer to tiles, CPU IDs, and
LLC slices in the remainder of this paper. The reader can use
Figure 2 to figure out CPU and slice IDs if needed.

To generate and monitor traffic between two tiles (x0,y0)
and (x1,y1), we pin a process to Core (x0,y0) and make it per-
form cache accesses to LLC slice (x1,y1). For conciseness, we
use the following format to describe the above configuration:

Core(x0,y0)↔ Slice(x1,y1)

The bidirectional arrow represents the multiple traffic flows
in both directions, which we explain in Section 6.

4 Threat Model

Like prior work, we assume that the victim and the attacker
are co-located on the same machine and run on the same

processor. They belong to different security domains, do not
share memory [89, 108], and can run on different processes
or virtual machines. We assume a restrictive scenario where
the system has adopted effective defense mechanisms against
known on-chip side-channel attacks. For example, the system
may disallow software from different security domains from
concurrently running on the same core [7, 16, 63] and adopt
LLC partitioning to prevent cross-core cache attacks [12, 60,
85].1 Assuming the presence of such mechanisms allows us
to study the microarchitectural attack surface beyond known
on-chip side-channel attacks. Indeed, the goal is to highlight
that even if known on-chip side channels are mitigated, we
are still vulnerable to interconnect side-channel attacks.

In the cross-process setup, we consider an attacker who is
able to choose its placement (which core to execute on) using
the set-affinity command. When targeting cryptographic
implementations, we also make the standard assumption that
the attacker knows the code of the victim as most crypto-
graphic libraries are open source. Finally, we assume that
the attacker can observe multiple victim executions to leak
multiple bits of the key and increase the efficacy of the attack.

5 Designing Receivers and Transmitters

In this section, we describe the design of the receiver and the
transmitter that we use to reverse engineer the mesh intercon-
nect (Section 6) and mount our attacks (Sections 7 and 8).

5.1 Designing the Receiver

The goal of the receiver is to detect contention on the mesh
interconnect. Since interconnect contention can be small (a
few cycles per load), it is important for the receiver to make
accurate and reliable measurements.

Baseline Receiver The receiver monitors the interconnect
by pinning itself to a given core and accessing addresses that
map to a given LLC slice. These accesses will travel through
the mesh interconnect and may be delayed by interconnect
contention from other applications. The receiver can then time
these accesses to determine whether contention happened.

To generate reliable accesses to a given LLC slice, the re-
ceiver’s accesses need to miss in the L2 and hit in the LLC
while avoiding L2 hits and DRAM accesses. To this end,
we use two sets of addresses called a monitoring set and
an eviction set (EV). The monitoring set monitors traffic be-
tween a remote LLC slice and the receiver’s core, and the
EV evicts the monitoring set from the L2 cache to the LLC.
The addresses in the monitoring set are mapped to the target
LLC slice and to one or more L2 sets. The addresses in the
EV are mapped to the receiver’s local LLC slice (to avoid

1This is partially possible on today’s processors using Intel CAT, which
allows the creation of way-based partitions [70]. Additionally, mechanisms
that partition cache directories (to block [99]) have been proposed in the
literature [11, 15, 100] and may be deployed in future hardware.
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generating unnecessary interconnect traffic) and to the same
L2 set(s) as the monitoring-set addresses. We can obtain ad-
dresses that map to the desired L2 set and LLC slice using
prior approaches [74, 102], discussed in Appendix A.

The receiver works in three steps:

1. Preparation: The receiver accesses the addresses in the
monitoring set, bringing them into the L2 cache of the
receiver’s core. Since the LLC is non-inclusive, these
addresses may not be present in the LLC.

2. Eviction: The receiver accesses the addresses in the EV
multiple times to evict the addresses in the monitoring set
from the L2 cache of the receiver’s core. Any addresses
in the monitoring set that were not in the LLC will be
written back to the corresponding LLC slice [99].

3. Measurement: The receiver accesses the addresses in
the monitoring set and times the latency of each access
using rdtsc. This latency includes the time for the ac-
cesses to travel through the interconnect. Note that this
step collects multiple latency samples. The number of
samples is determined by the size of the monitoring set.

The last two steps (Eviction and Measurement) can be re-
peated to collect more latency samples.

Tuning the Receiver We tune the following knobs to find
the receiver configuration that gives the most reliable mea-
surements: 1) monitoring set size, 2) EV size, and 3) number
of times we access the EV during the Eviction step.

The monitoring set contains addresses that map to multiple
L2 sets and multiple addresses mapped to each L2 set. We de-
note the number of L2 sets as NL2 and the number of addresses
mapped to each L2 set as WL2. The size of the monitoring set
is NL2×WL2. Using a larger monitoring set allows for more
consecutive latency samples in the Measurement step (step 3
above), leading to a larger consecutive monitoring window.
However, constructing a larger monitoring set takes longer
and also requires constructing NL2 eviction sets.

We adjust NL2 and WL2 to tailor the transmitter and receiver
to different tasks. In the reverse engineering of Section 6, we
set NL2 = 1 to reduce the time spent creating the monitoring
set. We set WL2 = 16. Recall that each LLC slice has 11 ways
but has twice as many sets as the L2 cache. Thus, 22 addresses
per L2 set could ideally fit in an LLC slice. In practice, we
found that 16 addresses per L2 set works more reliably. When
measuring the receiver’s temporal resolution (Section 7) and
executing side-channel attacks (Section 8), we set NL2 = 32 to
have a large consecutive monitoring window. For the covert-
channel (Section 7), we also design a version of the receiver
that has an infinite monitoring window and does not require
eviction-set accesses, at the cost of a lower sampling density.

Finally, we consider the EV size and the number of times to
access the EV. The goal of the EV is to evict all the monitoring
set addresses from the L2 cache to the LLC. Through experi-
mentation, we found that accessing an EV with 16 addresses
per L2 set 4 times can achieve 100% eviction rate.
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Figure 3: Increased access latency of the receiver for different
transmitter configurations.

5.2 Designing the Transmitter

The goal of the transmitter is to reliably generate contention
on the interconnect. To this end, it must satisfy the follow-
ing requirements. First, the transmitter’s traffic should incur
high contention to help distinguish different levels of con-
tention. Second, the traffic should be reliable, introducing low
variance in the receiver’s signal. Third, the transmitter should
generate as few coherence transactions as possible to facilitate
analyzing the traffic patterns.

Baseline Transmitter The baseline transmitter configura-
tion resembles that of the receiver in Section 5.1. The trans-
mitter uses 2 eviction sets: a target EV that maps to a given
target LLC slice and a local EV that maps to the local LLC
slice. The two EVs map to the same L2 sets and can evict
each other from the L2 to their LLC slices. The transmitter al-
ternately accesses the two EVs to generate traffic to the target
LLC slice. The local EV only generates local traffic and does
not use the interconnect, simplifying our reverse-engineering
process. When addresses in each EV are mapped to multiple
L2 sets, the accesses to the different L2 sets are interleaved.

Tuning Transmitter Configurations We adjust the follow-
ing to find the best transmitter configuration: 1) the number of
L2 sets that are mapped to by addresses within each EV, and 2)
the number of addresses that map to each of those L2 sets. To
compare configurations, we use the receiver from Section 5.1
to monitor the transmitter’s traffic and measure the increase
in average latency when the transmitter is on. The receiver
monitors on Core(0,3)↔ Slice(0,2), and the transmitter gen-
erates traffic on Core(0,5)↔ Slice(0,1). This configuration
was found experimentally to exhibit interconnect contention.

Figure 3 shows the receiver’s observation when using dif-
ferent transmitter configurations. A larger latency increase
suggests that the transmitter introduced more contention.

Regarding the number of addresses per L2 set, we see that
when the number of addresses per L2 set is 8 or lower, the
latency difference is zero. Since the L2 associativity is 16,
the transmitter is unable to generate LLC hits when both the
local and target EVs have 8 or fewer addresses. Thus, no
interconnect traffic is generated. When there are between 9
and 22 addresses per L2 set, the latency difference increases,
indicating that the transmitter generates increasing levels of
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contention. Above 22 addresses per L2 set, the difference
decreases as the transmitter experiences LLC misses. The
loads are served from DRAM, slowing down the transmitter.

Regarding the number of L2 sets used by each EV, we
observe that when the transmitter uses two L2 sets instead
of one, the receiver observes higher contention. For example,
when the transmitter uses two L2 sets and 15 addresses per
L2 set, the receiver observes a 2.1-cycle average difference,
which is nearly twice the 1.1-cycle average difference when
using a single L2 set. Further increasing the number of L2
sets to 3 or above had negligible impact.

We also found that the parity of the set indices of the two L2
sets has an impact on the receiver’s observation. Specifically,
when the two sets have both even or both odd set numbers
(same parity), the latency difference saturates when the num-
ber of addresses per L2 set reaches 15. However, when the
parities of the two sets are different, the average latency dif-
ference keeps increasing and can reach as high as 3.28 cycles.

Optimal Transmitter Configuration Considering all the
above factors, we pick the following transmitter configuration
since it generates high contention and shows high reliability.

• The addresses in each EV map to two L2 sets.
• The two L2 set indices have different parities.
• The number of addresses per L2 set is 20.

6 Reverse Engineering the Mesh Interconnect

In this section, we use the transmitter and the receiver from
Section 5 to reverse engineer the characteristics of Intel’s
mesh interconnect. In particular, we determine the precise
conditions necessary for contention to occur. For both the
covert channel (Section 7) and the side-channel attack (Sec-
tion 8), these findings inform the optimal receiver placement
to leak data with a low error rate and high bandwidth.

Overview Intel’s mesh interconnect is implemented as a
2-dimensional array of ring interconnects [62, 96]. Traffic
on this array follows a Y-X routing policy, meaning that it
always travels vertically first and then horizontally [68, 96].
When changing direction, the traffic must jump from a vertical
ring to a horizontal ring. Each ring is made of 4 functionally-
separate rings: 1) a request ring, also known as address ring,
2) a data ring, also known as block ring, 3) an acknowledge
ring, and 4) an invalidate ring, also known as snoop ring [47].

Intuitively, contention on the mesh interconnect happens
when two memory accesses use the same physical ring, in the
same direction, and on overlapping segments. However, this
is not sufficient to guarantee observable contention. Determin-
ing the precise necessary conditions requires answering the
following three questions. First, what traffic flows and rings
are used by different memory transactions? Second, what
is the scheduling policy that allocates these traffic flows to
physical lanes? Prior work [74] found that Intel’s ring inter-
connects use a multi-lane organization, but the policy on our
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Figure 4: Lane scheduling policy for Core→Slice traffic on
horizontal rings and vertical rings. Black and white squares
indicate different lanes. For each pair of source and destina-
tion tiles, the Slice→Core traffic uses the opposite lane.

processor is different from that of a 1-dimensional ring inter-
connect. Finally, what is the arbitration policy that determines
the priority between multiple in-flight traffic flows?

In this section, we answer all three questions. Note that all
the reverse engineering experiments in this section are carried
out with hardware prefetchers disabled [45]. The prefetchers
are enabled to model a realistic setup when we perform the
covert channel and side-channel attacks.

6.1 Traffic Flows

We first figure out which rings are used by different traffic
flows using Intel performance counters (or PMON counters).

We run the transmitter (from Section 5.2) and configure the
PMON counters to measure the number of cycles that each
ring is used for at each ring stop.2 These numbers reveal the
precise rings and segments of the mesh interconnect that are
used by the transmitter.

On running the transmitter, we observed traffic flows from
the core to the LLC slice on the request ring and the data ring.
Traffic was also observed going from the LLC slice to the
core on the data ring and the acknowledge ring. According to
our analysis, the data traffic flow from core to slice is due to
writeback data. On a non-inclusive cache, when an L2 line is
replaced, the data needs to be written back to the LLC [99].

6.2 Lane Scheduling Policy

Prior work discovered that each of the request, data, and ac-
knowledge rings features two physical “lanes” [74]. Intel’s
Uncore PMON guide for our processor [47] confirms the ex-
istence of such lanes and refers to them as “odd/even rings”.
The guide also describes PMON counter unit masks that can
monitor traffic on the two lanes of each ring separately which
we use to reverse engineer the lane scheduling policy. Specifi-
cally, we run our transmitter and use the PMON counters to
identify the lanes used by various transmitter placements.

2This is done using the “In Use RING Events”. For example, the horizon-
tal acknowledge ring can be monitored with HORZ_RING_AK_IN_USE [47].
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Figure 5: Priority arbitration policy for different traffic flows.

We find that the lane scheduling policy is a static policy
that is determined by the source and/or the destination of a
given traffic flow. The scheduling policy on the horizontal
rings and the vertical rings are independent from each other.

Traffic From a Core to an LLC Slice Figure 4 summarizes
the scheduling policy, where black and white indicate differ-
ent lanes. Figure 4(a) shows the lane scheduling policy for
horizontal rings. Each row is a column index for the source
core and each column is a column index for the destination
slice. The horizontal lane policy is destination-based. If the
destination slice of a traffic flow is on column 0, 2, or 4, the
white lane is used. Otherwise, the black lane is used.

Figure 4(b) shows the lane scheduling policy for vertical
rings. The vertical lane policy is source-based except for 4
special cases. If the source core is on row 0, 2, or 4, the black
lane is used; otherwise, the white lane is used. The 4 special
cases are Core(0,∗)→Slice(1,∗), Core(2,∗)→Slice(1,∗),
Core(2,∗)→Slice(3,∗), Core(4,∗)→Slice(3,∗). Since the
mesh interconnect of our processor has an odd number of
rows (5 rows), we believe these 4 special cases were intro-
duced by hardware designers to distribute the traffic served
by each link more evenly between the two lanes.

We verified that all horizontal rings use the same lane
scheduling policy, including the ones with disabled tiles and
the one with IMC tiles. The same applies to the vertical rings.

Traffic From an LLC Slice to a Core For each pair of
source and destination tiles in Figure 4, the traffic from a slice
to a core uses the opposite lane of the traffic from a core to
a slice. For example, Figure 4(a) indicates that traffic from
Core(∗,0)→Slice(∗,1) uses the black lane. This means that
traffic from Slice(∗,0)→Core(∗,1) uses the white lane.

6.3 Priority Arbitration Policy

The last missing piece required to fully understand the con-
ditions for observable contention to occur on the mesh in-
terconnect is the priority arbitration policy. The priority of
different traffic flows is important because a flow with high
priority cannot be delayed by a flow with low priority, leading
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Figure 6: Observed increased access latency by the receiver
when (a) the receiver monitors Core(0,2)↔ Slice(0,3) and
(b) the receiver monitors Core(0,0)↔ Slice(0,5).

to unobservable contention. To reverse engineer the priority
arbitration policy, we use the transmitter and receiver from
Section 5 and place them on different cores and slices.

To compare the priority of two traffic flows, we pick a trans-
mitter placement (“A”), and a receiver placement (“B”) such
that the receiver can observe contention from the transmitter.
To simplify our analysis, A and B are selected such that the
transmitter and the receiver contend on exactly one ring. We
then swap the placements. If the contention is still observable,
then the traffic flows for A and B have the same priority. If
the receiver can no longer observe contention, then the traffic
flow for A has a higher priority than the flow for B.

Figure 5 shows the results, where we rank the priority of
different traffic flows (with 1 being the highest priority).
When using the horizontal rings (Figure 5(a)), traffic already
on the ring has the highest priority; traffic from the local core
and slice takes second priority; traffic from the vertical rings
has the lowest priority. Figure 5(b) shows the priority on the
vertical rings. Once again, traffic already on the ring has a
higher priority than the traffic injected from the local core or
slice. Due to the Y-X routing policy, there is no traffic flow
that switches from a horizontal ring to a vertical ring.

6.4 Case Studies of Timing Measurement

We performed a comprehensive timing analysis of the lane
scheduling policy and the priority arbitration policy by run-
ning the transmitter and the receiver (Section 5) on all possible
combinations of cores and slices. In this section, we show two
case studies of the horizontal ring on Row 0 and demonstrate
that the reverse-engineering results play an important role in
designing effective covert channel and side-channel attacks.

A Case Study for the Lane Scheduling Policy In the case
study shown in Figure 6(a), the receiver monitors Core(0,2)
↔ Slice(0,3). The transmitter placement is varied by trying
all pairs of cores and slices. Each row indicates the transmit-
ter’s core, and each column indicates the transmitter’s LLC
slice. The row for Core(0,2) is empty since we do not pin the
transmitter and receiver to the same core, which would cause
contention on pipeline and private cache structures.
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First, we observe high contention (5-10 extra cycles per
load) on the Slice(0,3) column and the Core(0,3) row. In the
column for Slice(0,3), the transmitter’s target EV shares a
slice with the receiver’s monitoring set, and in the row for
Core(0,3), the transmitter’s local EV shares a slice with the
receiver’s monitoring set. In both cases, the high contention
is caused by LLC slice port contention.3

Second, there are 5 transmitter placements that cause in-
terconnect contention with the receiver’s traffic, resulting in
delays of 1-5 cycles per load. The transmitter’s and receiver’s
traffic contend only if they use the same lane and ring on
overlapping segments and travel in the same direction. For
example, when the transmitter uses Core(0,1)↔ Slice(0,4),
its traffic overlaps with the receiver’s traffic on the east-to-
west direction of the request ring and on the west-to-east
direction of the data and acknowledge rings. However, Fig-
ure 4 shows that the receiver uses the black lane of the request,
data, and acknowledge rings, while the transmitter uses the
white lane of the same rings, so no contention is observed.

The case study also shows that our receiver is able to ob-
serve different levels of contention. Contention on multiple
rings can lead to a larger delay. For example, when the trans-
mitter uses Core(0,0) ↔ Slice(0,5) (the top right cell in
Figure 6(a)), the transmitter and the receiver contend on three
rings—the request, data, and acknowledge rings. We see a
delay of 1-2 extra cycles compared to the other transmitter
placement where contention only happens on 1 or 2 rings.

A Case Study for the Priority Arbitration Policy We
show another case study where the receiver monitors
Core(0,0)↔ Slice(0,5). We vary the transmitter placement
in the same way as in the previous case study. Similarly, we
observe high contention when the transmitter uses Core (0,5)
and when the transmitter uses Slice (0,5) from slice port
contention. However, we do not observe any interconnect con-
tention despite the receiver monitoring all segments on Row
0 since the traffic injected by the receiver from Tile (0,0) and
Tile (0,5) has priority over the traffic injected by the transmit-
ter from the other tiles (Figure 5). Therefore, the receiver’s
traffic is never delayed due to interconnect contention.

7 Interconnect Covert Channel Attacks

In this section, we use the results from Section 6 to build a
cross-core covert channel on the mesh interconnect.

Our attack builds on the receiver and transmitter from Sec-
tion 5. The transmitter generates traffic to send a bit “1” and
remains idle to send a bit “0”. We use the version of our re-
ceiver optimized for continuous monitoring at the cost of a
lower sampling density. In particular, we keep NL2 = 1 but set
WL2 = 24 for the monitoring set. Because 24 exceeds the L2
associativity, accessing new monitoring set addresses evicts

3We make the transmitter and the receiver access different LLC sets to
ensure that we do not introduce any cache line conflicts and LLC misses.
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Figure 7: Trace collected by the receiver when the transmit-
ter sends alternating 0s and 1s, with the receiver placement
Core(3,1)↔ Slice(2,1) and sender placement Core(4,1)↔
Slice(1,1), using a transmission interval of 3000 cycles.

1 2 3 4 5 6 7 8
Raw bandwidth (Mbps)

0.5

1.0

1.5

Ca
pa

cit
y 

(M
bp

s) Error probability
Capacity

0.0

0.1

0.2

0.3

Er
ro

r p
ro

ba
bi

lit
y

Figure 8: Covert channel capacity and error probability with
decreasing interval size (mean across 5 runs).

previously-accessed addresses from the L2 into the LLC. This
removes the need to access a separate eviction set, allowing
for more evenly-spaced measurements. In practice, this self-
eviction method results in some private cache hits, so we
measure four concurrent loads. The measured latency is the
maximum latency of any of the four loads which significantly
increases the probability of measuring an LLC hit.

Figure 7 shows an example trace when placing the transmit-
ter on Core(4,1)↔ Slice(1,1) and the receiver on Core(3,1)
↔ Slice(2,1), and the transmitter sends an alternating se-
quence of 1s and 0s with an interval of 3000 cycles. Every
other interval contains high latency measurements caused by
the transmitter’s traffic delaying the receiver’s measurements
and should be decoded as bit “1”. The intervals with low
latency measurements should be decoded as bit “0”.

In this setup, the transmitter and the receiver run on differ-
ent cores and load from different slices. Hence, they do not
share any cache structures (sets, directories, or slice ports).
This implies that our covert channel works due to contention
on the mesh interconnect only.

Covert Channel Capacity To evaluate the performance of
our covert channel, we compute the channel capacity metric,
which accounts for both the raw bandwidth and the error
probability [71, 74, 77]. Specifically, we vary the interval
size and track the error probability over a transmission of
100,000 random bits. We perform each experiment 5 times
and show the results in Figure 8. We achieve a maximum
average channel capacity of 1.53 Mbps (σ = 0.04) with an
interval size of 488 cycles. This capacity is in the same order
of magnitude as prior interconnect covert channels [74].

Cross-VM Setup We also build a proof-of-concept where
the transmitter and the receiver run on separate virtual ma-
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Figure 9: Temporal resolution trace with the transmitter using
16 accesses. For clarity, this plot is averaged across 300 traces.

chines (VMs). We spawn two VMs using QEMU/KVM and
pin the transmitter VM to Core (4,1) and the receiver VM to
Core (3,1). We use the algorithm described by Yan et al. [99]
to construct monitoring and eviction sets and rely on timing
measurements to determine the mapping of sets to LLC slices.
The receiver targets slices near (2,1) while the transmitter
targets slices near (1,1). We mounted the attack successfully
with an interval of 1000 cycles and observed a 12.5% aver-
age error rate across 4 runs. This corresponds to an average
channel capacity of 1.00 Mbps (σ = 0.04), confirming the
feasibility of interconnect cross-VM covert channels.

Running the attack in a real cloud environment also re-
quires two additional steps: 1) the transmitter and receiver
need to infer the mesh topology and the ID of the physical
core where they are running; and 2) the transmitter and the
receiver need to perform an agreement phase where they syn-
chronize with each other. We discuss how to perform the first
step in Appendix B. For the second step, our VM configura-
tion allowed for synchronization via the wall clock, but on
machines where this is not possible, existing synchronization
protocols based on preambles may be used (e.g., [66]).

Temporal Resolution We now measure the temporal resolu-
tion of the interconnect channel by configuring the transmitter
to spin for 10,000 cycles, issue k LLC loads, and then spin
again for 10,000 cycles. We then plot the latency samples
collected by the receiver during this time. We use NL2 = 32
and WL2 = 16 as our receiver configuration to give us a long
enough monitoring window without EV accesses. If we see a
spike in the plot for a given k (e.g., Figure 9), then we say that
the temporal resolution of the mesh interconnect side channel
is at least k loads. The lower k is, the more fine-grained the
resolution is. We find that using the same placements of the
covert channels above, we reliably observe a contention peak
when k ≥ 7. This resolution is coarser grained than that of
traditional cache attacks, which can detect single memory
accesses. However, as we will show in Section 8, it is still
fine-grained enough to detect secret-dependent LLC loads
performed by vulnerable ECDSA/RSA implementations.

8 Interconnect Side-Channel Attacks

We now demonstrate that interconnect side-channel attacks
can be used to leak keys from vulnerable cryptographic imple-
mentations. We start by describing the basic idea and setup of

Algorithm 1: Secret-dependent victim behavior.
1 for bit b in secret key do
2 Func1();
3 if b == 1 then
4 Func2();

Table 1: Execution time (in cycles) of Func1 and Func2 in
the fast implementations of ECDSA and RSA.

Func1 Func1 Func2
(miss in L2) (hit in L2) (miss in L2)

ECDSA 17,000 – 18,000 9,050 15,000 – 16,000
RSA 4,000 – 4,100 3,500 3,900 – 4,000

the attack, followed by examples of attacking fast implemen-
tations of ECDSA and RSA. We find that the placements of
the victim and the attacker play a critical role in the efficacy of
the attack. We then design an analytical model to thoroughly
analyze all the placements in Section 8.5.

8.1 Victim Setup

Our attack targets fast (insecure) implementations of two cryp-
tographic victims, ECDSA and RSA. These implementations
use the code pattern shown in Algorithm 1, which has been
targeted in several prior works on microarchitectural side-
channel attacks [9, 33, 34, 61, 74–76, 99, 101, 105].

The code iterates over every bit in the secret key and calls
two functions based on the secret bit. If the secret bit is 0, only
Func1 executes; otherwise, both Func1 and Func2 execute.
Therefore, an attacker can infer the secret bit used in each
iteration by monitoring whether or not Func2 is executed.

We use the victim implementations from the libgcrypt li-
brary [31]. Specifically, we target the fast implementations4

of 1) scalar point multiplication (_gcry_mpi_ec_mul_point)
used in ECDSA during signature generation5 and 2) modular
exponentiation (_gcry_mpi_powm) used in RSA during de-
cryption. We measure the execution time for the 2 functions
in ECDSA and RSA for the cases when the function hits and
misses in the private caches, shown in Table 1. The attacker
can obtain this information by profiling the victim application
offline. This information is useful when we try to align the
latency traces with the victim’s execution during the attack.

8.2 Attacker Setup

The attack works as follows. Given a victim placement, the
attacker first analyzes the victim’s traffic flows, considering

4These fast implementations were used in versions 1.6.3 and 1.5.2, re-
spectively. Newer versions, by default, use secure (slower) implementations.

5The target function is used to multiply the secret nonce with the group
generator. An attacker who learns the nonce can use it to recover the secret
key. Our victim runs code from the pubkey.c test of libgcrypt, which uses
the curve Ed25519 and generates the 256-bit long nonce deterministically.
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that the victim’s memory accesses are generally uniformly
distributed across all LLC slices due to the slice hash func-
tion’s design. Second, the attacker picks an optimal placement
to maximize the observable contention. This placement can
be found using the analytical model described in Section 8.5.
Next, the attacker triggers the victim to execute and starts col-
lecting latency sample traces. The attacker uses the receiver
configuration that can achieve a large consecutive monitor-
ing window (Section 5.1). Specifically, the attacker uses a
monitoring set with 32 L2 sets (NL2 = 32) and 16 addresses
mapped to each L2 set (WL2 = 16). Thus, the attacker can
collect 512 consecutive latency samples. Since it takes around
105 cycles to collect and save each sample, the 512 consecu-
tive samples cover more than 50,000 cycles, enough for one
iteration of Algorithm 1 in ECDSA and RSA (see Table 1).

Generating Secret-Dependent Interconnect Traffic A
key remaining challenge is how to force the victim to generate
secret-dependent interconnect traffic. The victim’s memory
accesses only use the interconnect if they miss in the private
caches and need to access a remote LLC slice or DRAM. The
code and data accessed in each iteration of Algorithm 1 fit
in our processor’s 1 MB L2 cache. Therefore, without extra
interference with the victim, the interconnect side channel can
only observe the execution of the first iteration of the victim
and leak the first bit of the secret key.

To force the victim to generate interconnect traffic for every
iteration, we use an approach similar to prior work [26, 74].
The approach requires the system to use a specific defense
mechanism against side-channel attacks on private caches that
flushes the private caches upon context switches (as suggested
by prior work [12,25,27–29,32,39,40,73,75,85,88,107]). The
attacker can use this defense mechanism to their advantage.
If the attacker can trigger a context switch on the victim, the
victim’s private cache will be automatically flushed. When
the victim resumes execution, the memory accesses will then
generate interconnect traffic. Several approaches have been
proposed to preempt a victim program from an unprivileged
process by exploiting the Linux scheduler [8, 40, 69, 79].

We remark that the assumption of flushing the private
caches upon context switches limits the applicability of our at-
tack. However, such an assumption is fairly reasonable. Given
that interconnect side-channel attacks are much more difficult
to carry out than cache side-channel attacks, it is not necessary
to exploit the interconnect side channel on an insecure pro-
cessor without any protection of the caches. In the following
experiments, like prior work [1,3,23,24,36,39,73,74,91], we
simulate the preemption and the cache flushing operations by
manually stopping the victim at the beginning of an iteration
and evicting the victim’s core private caches. The eviction is
done by accessing an eviction set with WL2 addresses for each
L2 set (as in [26]). A practical implementation of the attack
on the Linux scheduler is beyond the scope of this work.
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(a) Results for the RSA victim.

0 50 100 150
Latency sample ID

58

59

60

Lo
ad

 la
te

nc
y 

(c
yc

le
s) Bit = 0

0 50 100 150
Latency sample ID

58

59

60

Bit = 1

(b) Results for the ECDSA victim.

Figure 10: Example of latency traces with the victim
on Core(0,0) and the attacker monitoring Core(0,2) ↔
Slice(0,3). The light-blue shade is the standard deviation
across traces.

8.3 Demonstrating Example of Leaking a Single Bit

We now present a proof-of-concept demonstration of the at-
tack against ECDSA and RSA. We start with a demonstration
of single-bit leakage in this section, followed by the full-key
recovery demonstration in Section 8.4. We evaluate how dif-
ferent placements affect attack accuracy in Section 8.5.

For the single-bit leakage demonstration, we target the first
bit of the key and thus focus on monitoring the first itera-
tion of the victim loop (Algorithm 1). We run the victim on
Core(0,0) and choose a valid placement for the attacker which
monitors interconnect contention on Core(0,2)↔ Slice(0,3).
According to our reverse engineering results, such a place-
ment allows the attacker to observe a moderate amount of the
victim’s network traffic. A detailed traffic flow analysis of
this placement can be found in Appendix C.

Example Traces For both the ECDSA and RSA victims,
we generate 5000 random keys. In expectation, half of the
traces have their first secret bit=0, and the rest have their first
secret bit=1. For each key, we collect a trace during the first
iteration of the victim loop. That is, each trace corresponds to
the first iteration of a different random key. We then group the
traces by bit and plot the average for both groups in Figure 10.
We additionally plot the standard deviation of each sample
with light-blue shades to show variations across samples.

Figure 10a shows the results when attacking RSA for the
case when the secret bit is 0 and when the bit is 1. The plot
for bit=1 has an extra spike around cycle 40, corresponding to
the contention caused by Func2. Similarly, Figure 10b shows
the results for ECDSA, where we can observe an extra spike
around cycle 140 only when the secret bit is 1. These results
demonstrate that the interconnect side channel can be used to
effectively leak secret key bits from both implementations.

The specific characteristics of the traces of Figure 10 vary
depending on the physical memory pages used by the vic-
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Figure 11: Percentage of the full key recovered using multiple
traces (i.e., votes) per iteration. For RSA and ECDSA, we
recovered the full key using 65 or 140 traces, respectively.

tim, which influence the mapping of the victim’s code and
data to different LLC slices. However, since the slice hash
function is designed to uniformly distribute memory across
all slices, even when the pages changed, we could always
observe distinguishable signals for different secret bits.

We also tested the susceptibility of the attack to noise by
repeating it while running the stress-ng tool in the back-
ground. When running CPU-intensive tasks (--cpu stress
methods), the secret-dependent spikes in interconnect con-
tention were still distinguishable even when 12 of the other
22 cores were active. However, when running tasks designed
to stress the CPU cache (--cache stress methods), the secret-
dependent spikes in interconnect contention became hard to
see when more than 3 cores were active.

Single-Bit Classification Accuracy We use a random for-
est classifier to simplify the inference of the secret bit used in
each latency trace. Our methodology is similar to that of prior
work [26, 74]. We use 75% of the 5000 traces as the training
set and the remaining 25% as the validation set, which we
compute the prediction accuracy for. To account for the dif-
ferent page mappings across runs, we repeat the experiment
10 times and report a range of accuracies.6

For the placement of Figure 10, we obtain an accuracy
of 69%–71% for ECDSA and 71%–73% for RSA. Next, we
show that the attacker can make predictions using multiple
traces to further boost the accuracy and simplify the process
of full-key recovery on both ECDSA and RSA.

8.4 Full Key Recovery

We now show how our attack can be used to recover full cryp-
tographic keys (a 1024-bit long key for the RSA victim and
256-bit long nonce for the ECDSA victim). Instead of focus-
ing on the first bit, we show that our attack can distinguish
traces collected at different iterations (i.e., different bits) and
can account for variations across both iterations and different
keys. For ECDSA and RSA, we generate 800 and 200 ran-
dom keys respectively for training. For each training key, we

6For simplicity, our proof-of-concept attack trains and tests the classifier
on a single machine. However, since we observed similar secret-dependent
spikes in interconnect contention traces also on a different machine, it should
be feasible for an attacker to train a cross-machine classifier too.

collect one trace for each iteration of the loop when using that
key. We end up with over 200,000 traces across ECDSA and
RSA with approximately half of the traces for a secret bit=1
and half for a secret bit=0. We then group these traces by bit,
regardless of which iteration and which key the traces corre-
spond to, and use them to train a random forest classifier that
is able to make a prediction on secret bits for any iteration.

To evaluate the classification accuracy, we generate a new,
random test key for both RSA and ECDSA that is not in
the training set and collect traces for each bit of the test key.
We apply the classifier to the traces and count the correctly
classified bits. Given a single trace per iteration, the classifier
can correctly identify 77% of the bits for RSA and 68% of
the bits for ECDSA. To boost the prediction accuracy, we
collect additional traces per iteration of the testing key and
use majority voting to merge prediction results. Figure 11
shows how the number of correctly predicted bits changes
when we use multiple traces per iteration with majority voting.
As expected, the number of correctly predicted bits increases
rapidly as the number of traces increases. For RSA, 65 traces
per bit were enough to recover 100% of the key. For ECDSA,
140 traces per bit were enough to recover 100% of the key.

8.5 Impact of Attacker and Victim Placements

Due to the lane scheduling policy and the priority arbitration
policy used by the interconnect, different placements of the
attacker and the victim incur different amounts of observable
contention. To study the impact of different placements, we
design an analytical model to rank tiles by the level of vul-
nerability and empirically validate the resulting vulnerability
scores using the single-bit attack from Section 8.3.

The Analytical Model The analytical model computes the
amount of observable interconnect contention for a given
mesh layout, victim placement, and attacker placement. The
victim’s placement contains a core location, and the attacker’s
placement contains a core location and an LLC slice location.
The model assumes an even distribution of the victim’s mem-
ory addresses across all LLC slices, meaning an equal amount
of traffic flows between the victim’s core and each LLC slice.
Next, the model compares each of the victim’s traffic flows
with the attacker’s traffic flow on the corresponding ring. If
both flows share the same direction, lane, and segment, and
the victim’s flow has higher priority, we say that the victim’s
flow causes observable contention. We assign a score of 1 to
contention on the request and acknowledge rings and a score
of 2 to contention on the data ring. This follows from our
reverse engineering which showed that contention on the data
ring generates larger delays than contention on the request
and acknowledge rings (due to each message on the data ring
requiring two packets [47]). We then sum the scores for all the
victim’s traffic flows to quantify the observable contention.

The search tool ranks the vulnerability level for each tile
as follows. For each tile used as the victim’s core, we search
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Figure 12: Heatmap of the vulnerability level for different
tiles. The number inside each tile represents the vulnerability
score output by our analytical model.
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Figure 13: Correlation between standardized analytical model
vulnerability scores and standardized observed attack accura-
cies across all attacker core placements.

for an attacker placement that maximizes the observable con-
tention which is computed using the analytical model. We it-
erate over all the tiles on the chip and rank these tiles based on
their corresponding scores of optimal observable contention.
The tile with the smallest score of optimal observable con-
tention is the least vulnerable. Figure 12 shows our results.

Our results highlight a key insight: the victim, when placed
onto different cores, experiences different levels of vulnerabil-
ity. For example, when placing the victim on the cores in the
first row of the mesh, the vulnerability scores are consistently
high, either 32 or 31, indicating that the attacker is able to
find a placement with high levels of observable contention.
However, if the victim is on Core (2,1) or Core (2,4), the
vulnerability score is 13, meaning that the attacker can only
observe much less contention even when placed optimally.

Model Validation We validate our analytical model by com-
puting the single-bit classification accuracy for the attack on
different placements. We pin the victim process to Core (0,0),
and for every possible attacker core, we use our model to find
the optimal attacker slice and run the attack using this place-
ment. To compare the vulnerability scores to the observed
classification accuracies, we standardize both values by sub-
tracting the mean and dividing by the standard deviation.
Figure 13 shows the strong correlation between the scores
and the attack accuracies, demonstrating that our analytical
model effectively predicts leakage. For example, placing the
attacker on Core (0,2), the predicted best attacker core for a
victim at (0,0), results in an accuracy of 87.4% on the RSA
victim and 75.8% on ECDSA. However, placing the attacker
on Core (2,1), the predicted worst attacker core for a victim
at (0,0), results in an accuracy of 65.4% on the RSA victim
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Figure 14: Effect of reserving cores on vulnerability scores.

and 61.5% on the ECDSA victim, much closer to random
guessing. We include the raw data in Appendix D.

9 Software-Based Mitigations

The reverse engineering results and the analytical model pro-
vide useful insights into designing software-based mitigations.
To start, as discussed in Section 8.5, the operating system or
hypervisor can schedule the victim to the least vulnerable
cores. For example, security-sensitive applications should run
on cores with lower scores such as 13 rather than 32. This
already makes the attacker suffer from a higher error rate.

In addition to the victim’s placement, our analytical model
suggests that the attacker’s placement also affects the attack
accuracy. Thus, the model can guide the design of an intel-
ligent scheduler that reduces leakage through interconnect
contention. Given a victim’s core location, the scheduler will
reserve the cores that contribute to the top k vulnerability
scores for applications that belong to the same security do-
main as the victim. This lightweight and practical mitigation
mechanism can significantly reduce the accuracy of the attack.

We evaluate this mitigation mechanism as follows. For
each victim placement, we reserve the k cores with the high-
est vulnerability scores by making them unavailable to the
attacker and re-calculate the vulnerability score. Figure 14
and Appendix E show how the scores change across all victim
placements with increasing k. The mean score decreases as we
reserve more cores. However, this mechanism affects different
victim placements differently. For example, the mitigation is
highly effective for victim placements such as (2,0) and (2,5),
where the vulnerability score is reduced from 29 to 4 after
reserving only 4 cores. However, the mitigation is less effec-
tive for victim placements such as (4,1) and (4,4), where the
score drops below 32 only after reserving 16 cores. These re-
sults highlight the importance of scheduling security-sensitive
software on cores where the mitigation is most effective.

Discussion The software-based mitigation above reduces
the efficacy of interconnect side-channel attacks but does not
fully close the channel. We discuss more extensive hardware
mechanisms to fully block interconnect leakage in Section 10.
Our mitigation aims to be non-invasive and flexible. Since it
only requires scheduler modifications, it can be more conve-
niently adopted on today’s systems. In addition, applications
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can adjust their degree of isolation. Less sensitive applications
can reserve fewer cores to conserve resources.

Since our scheme reduces the flexibility of the scheduler, it
may negatively impact system performance. As we reserve
cores for a domain, other security domains need to compete
for unreserved cores, resulting in potential performance degra-
dation. Even intelligently scheduling a multi-threaded victim
(e.g., a VM) that runs on n cores may require reserving more
than n cores. In particular, selecting the minimal set of m≥ n
cores such that these m cores sufficiently reduce the victim’s
vulnerability score is a complex (and orthogonal) partitioning
problem. However, considering that modern cloud resources
are generally over-provisioned [14, 104], we believe that, in
practice, the performance impact of our scheme would be low.

10 Related Work

Attacks We provided a classification of microarchitectural
attacks in Section 2.3. We now discuss prior works that ex-
plored the security of on-chip CPU interconnects specifically.

Wang et al. [92] were the first to consider side-channel
attacks on the on-chip interconnect. However, their attack was
only demonstrated on a simplified architectural simulator.

Paccagnella et al. [74] described attacks exploiting con-
tention on the ring interconnect used by client-class Intel
processors. Our work builds on their techniques but is dif-
ferent in two main ways. First, we study a more complex,
2-dimensional interconnect with different traffic flows and
lane scheduling policies, as well as more complex priority
arbitration policies. Second, our work handles a much larger
number of placement options for the attacker. For example,
if we fix the victim’s core, there are 598 attacker placements
on our processor, as opposed to only 56 placements on an
8-core desktop processor. Hence, our work includes a novel
analytical model to find the optimal attacker placement.

Dutta et al. demonstrated a cross-component covert channel
that exploits contention on the ring interconnect [20]. There
are also works that used information about the on-chip in-
terconnect to improve cache side channels [18, 82]. These
works demonstrate additional benefits of reverse engineering
the interconnect to attackers. However, these attacks are fun-
damentally dependent on shared cache structures whereas our
work focuses on side channels outside the cache.

Most recently, concurrent work from Wan et al. [90] de-
scribed a side-channel attack that also targets Intel’s mesh in-
terconnect. However, their work does not include lane schedul-
ing and priority arbitration policy details. Further, given the
large delays (up to 1000 cycles) they report and the significant
memory footprint of their victim, it is unclear whether their
attack works due to contention on the interconnect or on other
shared structures, e.g., shared cache directories or slice ports,
both of which are not partitioned by Intel CAT [70]. In con-
trast, our work establishes the precise conditions for creating

contention on the mesh interconnect, and our experiments are
carefully designed to rule out other contention sources.

Mitigations Existing mitigations to our attack can be classi-
fied into software and hardware mitigations. Among software
mitigations, the recommended strategy is to use constant-time
cryptographic implementations [46]. Mitigations at the hard-
ware level that separate the traffic flows of different security
domains have also been proposed. Wang and Suh investigated
domain-aware priority arbitration policies which give low-
security traffic precedence over high-security traffic at the
router [92]. Wassel et al. propose a time-multiplexed schedul-
ing policy in which network links may only carry traffic from a
predefined security domain at each instant in time [94]. While
effective, these approaches require hardware modifications to
the interconnect and cannot be adjusted to accommodate more
security domains once deployed. In contrast, our proposed
mitigation is non-intrusive and does not require hardware
changes. Alternatively, a limited form of spatial partitioning
may be accomplished using Intel’s Sub-NUMA Clustering
(SNC), which splits the LLC slices into two disjoint clusters,
each bound to a single memory controller [48]. However,
SNC only focuses on memory mappings, so while it may
reduce interconnect contention in particular cases, it makes
no guarantees about isolating interconnect traffic in general.
Further, it only supports two domains.

11 Conclusion

In this paper, we reverse engineered the lane scheduling and
priority arbitration policies used by Intel’s mesh interconnect.
We demonstrated covert channel and side-channel attacks that
exploit contention on the mesh interconnect. We then used
an analytical model to quantify the vulnerability of different
cores and proposed a non-invasive software mitigation.

Our results underscore that, though difficult to exploit, on-
chip interconnects remain an overlooked microarchitectural
attack surface and that additional work is necessary to enforce
security-by-design against these attacks in future server pro-
cessors. We made a first step towards this goal by introducing
a non-invasive mitigation to interconnect side channels. Going
forward, we expect that our work will facilitate future research
into the security of on-chip interconnects. More broadly, we
hope that our findings motivate the development of princi-
pled, holistic mitigations against microarchitectural attacks,
as opposed to the current per-resource, “spot” mitigations.
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Appendix

A Determining Address Mapping

When designing the transmitter and receiver, we need ad-
dresses that map to a given L2 set and LLC slice. To determine
the L2 set of a virtual address, we use 2MB hugepages, as
in [49,61]. To determine the LLC slice ID of a virtual address,
there exist two approaches. If the attacker has root privileges,
such as when reverse engineering a local machine, the attacker
can use Intel PMON counters, as in prior work [68]. Without
root privileges, the attacker can leverage timing information
to map addresses to LLC slices in a coarse-grained fashion.
For example, since accesses to the local slice are faster than
accesses to remote slices, the attacker can pin a program to
a core and find addresses that map to the local slice (as in
prior work [102]). On our 24-core and 26-slice processor, the
attacker will find 26 groups of addresses of which 24 map to
slices on active cores and 2 map to partially-disabled tiles. The
attacker then figures out the slice ID of each group based on
the tile-mapping information (as explained in Appendix B).

B Inferring Tile Layout and Mapping

We describe how we reverse-engineered the tile layout and
tile mapping of our Intel Xeon Gold 5220R processor shown
in Figure 2. Specifically, we want to obtain the following: 1)
the positions of disabled tiles; 2) the mapping from an LLC
slice ID to a tile; 3) the mapping from a core ID to a tile.

We start by obtaining basic processor information using the
lscpu command, which indicates that the chip has 24 cores.
Next, we find the number of LLC slices. As documented by
Intel [47], bits 27:0 in the CAPID6 register indicate the number
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of LLC slices, which we find to be 26 on our setup. Our
processor uses an XCC configuration with 30 tiles, organized
into a 5× 6 grid. According to public information [95], an
XCC chip has 2 IMC tiles and 28 Core tiles. Therefore, we
infer that there are 4 disabled cores and 2 disabled LLC slices.

We first describe an approach to locate disabled tiles that
require privileged access to a machine and then describe al-
ternative approaches that do not require privileged access.

Locating Disabled Tiles Using the CAPID6 Register Prior
work found that each bit of the CAPID6 register corresponds
to a Core tile on the die [68]. The Core tiles are numbered
in column-major order from the top-left corner. Hence, by
querying the CAPID6 register, we learn which tiles are dis-
abled. For example, on our processor, the CAPID6 register
contains 0x0ffddfff, where bits 13 and 17 are unset, indi-
cating that tiles 13 and 17 are disabled. According to the
numbering mechanism above, tile 13 is located at (4,2) and
tile 17 is located in (3,3) in Figure 2.

Reverse Engineering Tile Mappings The LLC slice IDs
are kept internally by the hardware and are referred to as
CHA IDs by Intel. They are used by the PMON counters
and are very useful for our reverse engineering process. Mc-
Calpin [68] has verified that CHA IDs map to active Core
tiles in column-major order.

The last step is to figure out which tile each CPU ID maps
to. We use the approach in [68] as follows. Recall that CPU
IDs are used by the OS to schedule processes onto different
cores. We pin a program on a given CPU and repeatedly load
from DRAM (assisted by the clflush instruction) to generate
traffic to the two IMC tiles. We then use PMON counters to
monitor the data ring utilization on each tile. According to
the traffic flow analysis in Section 6.1, the only traffic on the
data ring is from the IMC to the tile that the logical CPU
maps to. With two IMC tiles and a Y-X routing policy, only
one tile observes 2 incoming traffic flows, and that is the tile
the logical CPU maps to. We repeat this approach for every
logical CPU to completely recover the mapping.

Locating Disabled Tiles With Unprivileged Access Prior
work has observed that the position of disabled tiles may vary
across different units of the same processor model [68]. An
unprivileged attacker may need to locate the disabled tiles on
the victim’s machine. We discuss two methods that do not
rely on privileged access, i.e., access to the CAPID6 register.

One method uses timing information by having the attacker
first profile the cache access latency for all core-slice pairs on
a local machine with privileged access. The attacker then ob-
tains the same profile on the victim’s machine. By analyzing
how the two profiles differ, the attacker can infer the locations
of the disabled tiles. An alternative method uses interconnect
contention. The attacker again profiles the interconnect con-
tention pattern (cf. Section 6) on both a local machine and the
victim’s machine. By analyzing how the contention pattern
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Victim's Core Attacker's Core and LLC Slice

Figure 15: Traffic flows on the data and acknowledge rings
when the transmitter executes on Core (0,0) and the attacker
monitors traffic between Core(0,2)↔ Slice(0,3).

on the victim’s machine deviates from the reference pattern,
the attacker can infer the locations of the disabled tiles.

C Side-Channel Attack Placement

Figure 15 explains why the attacker’s placement in Section 8.3
allows it to observe a moderate amount of network traffic by
showing the traffic flows on the data and acknowledge rings.
The victim has traffic flows from all 25 remote slices. The
attacker’s traffic uses the same lane as the victim’s horizontal
traffic (both use the white lane per Figure 4). Crucially, the
attacker’s traffic also has lower priority than the traffic from
the tiles in the two rightmost columns. Therefore, this attacker
can monitor the victim’s traffic flows from 9 out of 24 slices.

Note that while this attacker placement is effective, it is in
fact a suboptimal placement for a victim at (0,0). Placing the
receiver at Core(0,2)↔ Slice(0,3) results in a vulnerability
score of 29 whereas Core(0,2) ↔ Slice(2,3), the optimal
placement, has a vulnerability score of 32.

D Model Verification Data

Table 2 shows the results used to verify our analytical model
from Section 8.5. In general, higher vulnerability scores cor-
respond to better bit-classification accuracies. For example,
positioning the attacker on Core(0,2)↔ Slice(2,3) (vulnera-
bility score of 32) gives an 87.4% accuracy when leaking an
RSA key bit while positioning the attacker on Core(2,1)↔
Slice(4,5) (vulnerability score of 2) yields a 65.4% accuracy.

E Mitigation Evaluation Data

Table 3 shows the results used in the attack mitigation analysis
from Section 9. For every possible victim core location, we
compute the vulnerability score after reserving the cores that
contribute to the top k vulnerability scores.
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Attacker Attacker Vuln RSA ECDSA

Core ID Slice ID Score Acc Prec Rec Acc Prec Rec

(2,0) (4,5) 10 77.2 76.0 60.2 68.7 71.0 62.9
(3,0) (2,0) 20 71.4 71.7 49.9 70.4 68.0 81.4
(0,1) (2,5) 5 69.1 65.2 51.6 58.7 57.5 60.4
(1,1) (2,5) 5 66.2 59.4 50.7 61.8 60.5 64.9
(2,1) (4,5) 2 65.4 56.8 52.3 61.5 60.8 62.8
(3,1) (2,0) 20 76.8 76.9 59.6 66.6 68.0 60.6
(4,1) (3,0) 10 66.2 62.0 47.1 69.0 71.7 65.8
(0,2) (2,3) 32 87.4 83.6 83.6 75.8 77.4 70.8
(1,2) (2,5) 5 68.1 59.0 48.8 65.5 65.0 69.2
(2,2) (4,1) 4 69.7 65.4 51.7 62.0 60.0 61.5
(3,2) (2,0) 20 79.0 75.4 65.7 75.1 81.6 66.8
(0,3) (2,1) 7 63.9 56.4 45.0 65.9 64.4 70.0
(1,3) (2,1) 7 64.9 61.0 42.3 63.6 64.8 63.9
(2,3) (4,1) 4 67.5 60.6 47.1 64.8 63.0 66.6
(4,3) (3,0) 10 68.4 77.9 32.3 63.0 61.0 68.2
(0,4) (1,2) 7 65.2 58.1 44.2 63.0 64.5 60.4
(1,4) (2,2) 5 66.4 59.0 50.7 62.7 61.1 70.2
(2,4) (3,2) 4 65.0 57.8 48.2 60.8 61.2 59.4
(3,4) (2,0) 20 74.2 74.0 57.1 72.5 74.2 67.5
(4,4) (3,0) 10 67.1 67.2 50.4 64.6 62.9 64.5
(0,5) (2,1) 7 63.7 53.0 44.6 61.9 62.0 62.4
(2,5) (4,1) 4 64.5 55.2 47.5 62.2 60.3 63.8
(3,5) (2,0) 20 74.5 71.6 58.4 67.2 73.2 58.4

Table 2: Classification percent accuracy (Acc), precision (Prec), and recall (Rec) for various optimal attacker placements. The
victim was pinned on (0,0).

Victim Core Number of reserved cores (k)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

(0,0) 32 20 20 20 20 20 10 10 10 10 7 7 7 7 5 5 5 5 4 4 4 4 2 0 0
(2,0) 29 10 10 10 4 4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2 0 0 0 0
(3,0) 32 20 20 20 20 20 20 10 7 7 5 5 5 5 4 4 4 4 4 2 2 2 2 0 0
(0,1) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 16 7 5 5 5 5 5 3 3 0 0
(1,1) 20 20 20 16 10 5 5 5 5 5 5 4 4 3 3 2 2 2 2 2 2 0 0 0 0
(2,1) 13 12 12 12 12 12 12 10 10 10 4 2 2 2 2 2 2 2 2 0 0 0 0 0 0
(3,1) 20 20 20 20 20 20 10 7 6 5 5 5 5 4 3 3 2 2 2 2 2 2 0 0 0
(4,1) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 16 7 5 5 5 3 3 0 0
(0,2) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 30 15 5 4 4 4 4 4 3 0 0
(1,2) 20 20 20 15 10 5 5 5 4 4 4 4 3 3 2 2 2 2 1 1 1 0 0 0 0
(2,2) 27 12 12 12 12 12 12 12 10 10 10 2 2 2 1 1 1 1 1 1 0 0 0 0 0
(3,2) 30 20 20 20 20 20 20 15 10 6 5 5 4 4 3 2 2 1 1 1 1 1 0 0 0
(0,3) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 30 15 5 4 4 4 4 4 3 0 0
(1,3) 20 20 20 15 10 4 4 4 4 4 3 3 3 2 2 2 2 1 1 1 1 0 0 0 0
(2,3) 27 12 12 12 12 12 12 12 2 2 2 2 1 1 1 1 1 1 1 1 0 0 0 0 0
(4,3) 20 20 20 20 15 12 12 12 12 12 12 10 5 5 4 4 3 3 2 2 1 1 0 0 0
(0,4) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 16 7 5 5 5 4 4 3 3 0 0
(1,4) 20 20 20 16 10 7 5 5 5 5 5 4 4 4 3 3 2 2 2 2 2 0 0 0 0
(2,4) 13 12 12 12 12 12 12 10 10 10 4 4 2 2 2 2 2 2 2 0 0 0 0 0 0
(3,4) 20 20 20 20 20 20 16 10 7 6 5 5 5 4 3 3 2 2 2 2 2 2 0 0 0
(4,4) 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 7 5 5 5 5 3 3 0 0
(0,5) 31 20 20 20 20 20 10 10 10 10 7 7 7 7 5 5 5 5 4 4 4 4 2 0 0
(2,5) 29 10 10 10 4 4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2 0 0 0 0
(3,5) 20 20 20 20 20 20 10 7 5 5 5 5 5 5 4 4 4 4 4 2 2 2 2 0 0

Table 3: Vulnerability scores for each victim core for all numbers of reserved cores.
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