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Transaction Processing
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Main Memory Transaction Processing System |
Proc. VLDB Endow., val. 1, Iss. 2, pp. 1496-1499, 2008,
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http://hstore.cs.brown.edu/papers/hstore-partitioning.pdf
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Algorithm Comparison
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Throughput
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Predict what txns will
do before they
execute.

On Predictive Modeling for Optimizing =1
Transaction Execution in Parallel OLTP Systems s
Proc. VLDB Endow., vol. 5, pp. 85-96, 2011. =



http://hstore.cs.brown.edu/papers/hstore-markov.pdf
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Throughput
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| Optimize Single-Partition Execution

H-Store: A High-Performance, Distributed Main Memory Transaction Processing System
R. Kallman, H. Kimura, J. NatRins, A. Pavlo, S. Zdonik, E. P. C. Jones, S. Madden, M. Stonebraker, et al.
Proc. VLDB Endow., vol. 1, iss. 2, pp. 1496-1499, 2008.

Minimize Distributed Transactions

| Shew-Aware Automatic Database Partitioningn Shared-Nothing, Parallel OLTP Systems

On Prodictive Mogeling tor Optimizing Transaction
TP Sysems.

A. Pavlo, C. Curino, and S. Zdonik,
Proceedings of SIGMOD, 2012.

|dentify Distributed Transactions

On Predictive Modeling for Optimizing Transaction Execution in Parallel OLTP Systems
A.Pavlo, E.P. (. Jones, and S. Zdonik
Proc. VLDB Endow., vol. 5, pp. 85-96, 2011.
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Amortize distributed

txn coordination with
creative scheduling.

Dr. Zdonik - Or How | Learned to Stop Worrying i
And Love Distributed Transactions
Work in Progress



http://hstore.cs.brown.edu/papers/hstore-markov.pdf
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Speculative Transactions
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Speculative Queries

Can I lock partition #3?
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Conclusion:
Achieving fast performance is
more than just using only RAM.

Proposed Schedule:
Coding+Experiments (Summer
Paper Submission (Fall/Winter
Thesis Writing (Spring)
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H-Store

From Wikipedia, the free encyclopedia

H-Store is an experimental database management system (DBMS)
designed for online transaction processing appications that is being
developed by a team at Brown University, the Massachusetts Insitute of
Technology, and Yale Universiy.!"] The original design was deveioped in
2007 by database researchers Michael Stonebraker, Sam Madden, and
Daniel Abad i2F
H-Store is highly optimized for three salient features of OLTP ——
sppiications ! Stablereense  March2012  March
2012:45 cays ago
+ Most transactions in an OLTP workioad only access a small subset of
tuples.
« Most transactions have short execution times and no user stalls
« Most transactions are repeatedly drawn from a pre-defined set of
stored procedures

Based on these observations, H-Store was designed as a parallel, row-
storage relational DBMS that runs on a cluster of shared-nothing, main
memory executor nodes. The cllent and front-end of the system is writlen in Java, and uses a JNI wrapper o execute
queries and manage data in a C++ execution engine. Each logical partition or shard s assigned to one and only one
core on a node. Allransactions are pre-defined as Java-based stored procedures that execule without blocking one at
one or more execution engines.

Operating system Linux, M:

H-Store is licensed under the BSD license and GPL licenses. The commercial version of H-Store's design is VoltDB.

See also [edi)

 Vo0B QL Free sonware portal
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