Fairness and Bias in and other

Sociotechnical Intelligent Systems

Nihar B. Shah and Zachary Lipton

School of Computer Science

Carnegie Mellon University

| ——
Y .. BY PEOPLE WHOSE
UM, | HAD DA l‘:""f&g ONLY GUALIFICATION )
THE

CHECK T OUT, I'VE
BEEN ASKED TO BE
A PAPER REVIEWER
\ FOR NEXT YEAR'S

SAME CONFERENCE WAS TO BE REVIEWED
BY THE FREVIOUS
YEAR BEFORE, YEAR'S PEOPLE WHOSE
ONLY GUALIFICATION

REALLY? WHAT
WAS YOUR
GUALIFICATION?

—
-




Peer-review




Tremendous growth

10000

<
:E 8000 7737
o 7095
=
2 6000
O
V)
R, 4000 3800
g 2590
S 1991 2132
n 2000 1406
-
0
2014 2015 2016 2017 2018 2019 2020

Several thousands of submissions, 5-fold increase in 6 years



Challenge across many research fields

 “Let's make peer review scientific” [Rennie, Nature 2016]

“Peer review ... is a human system. Everybody involved brings prejudices,
misunderstandings and gaps in knowledge, so no one should be surprised that peer
review is often biased and inefficient. It is occasionally corrupt, sometimes a charade,
an open temptation to plagiarists. Even with the best of intentions, how and whether
peer review identifies high-quality science is unknown. It is, in short, unscientific.”

 Overwhelming desire for improvement
[surveys by Smith 2006, Ware 2008, Mulligan et al. 2013] @ []



https://journals.sagepub.com/doi/pdf/10.1177/014107680609900414
http://publishingresearchconsortium.com/index.php/prc-documents/prc-research-projects/35-prc-summary-4-ware-final-1/file
https://onlinelibrary.wiley.com/doi/pdf/10.1002/asi.22798?casa_token=dPaPwugEvsUAAAAA:Pv8bbCVNJO3wn8NQEk8IdjrXGBhIgZjPEs3S3-qaqGsf-VQFiAkMWmpUZGsOUKygH2Y1d3Z8wBoL_A
https://www.nature.com/articles/535031a

Hurts scientific progress

“interdisciplinary research, frontier science,
areas of controversy, and risky new
departures are all more likely to suffer from
cognitive cronyism than is mainstream
research” [Travis et al. 1991]

“Reviewers love safe (boring) papers, ideally
on a topic that has been discussed before
(ad nauseam)...The process discourages
growth” [Church 2005]



https://www.mitpressjournals.org/doi/pdf/10.1162/089120105775299131
https://www.jstor.org/stable/pdf/689918.pdf

Hurts careers ™%
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“an incompetent review may lead to the rejection of the

submitted paper, or of the grant application, and the ultimate
failure of the career of the author.” [Triggle et al. 2007]

“These long term effects arise due to the widespread prevalence of
the Matthew effect (‘rich get richer’) in academia” [Merton 1968]
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The Butters, Hffect
Such minor change such huge consequence

e Cinema Production COMING SOON  wwwhutterflyeffeetmovic.com


https://science.sciencemag.org/content/159/3810/56.short
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC1994041/

“In public, scientists and scientific institutions celebrate truth
and innovation. In private, they perpetuate peer review biases

that thwart these goals... what can be done about it?”
Lee 2015]



https://www.journals.uchicago.edu/doi/abs/10.1086/683652

Broad applicability

Distributed human evaluations
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Problems amplify when this data is used to train Al/ML systems!



Dishonest hehavior
Miscalibration
subjectivity

Norms and policies



It would probably be beneficial
to find one or two male
researchers to work with

True story
Review in PLOS ONE, 2015
Authors: Fiona Ingleby, Megan Head
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https://www.sciencemag.org/news/2015/05/plos-one-ousts-reviewer-editor-after-sexist-peer-review-storm

Single blind versus double blind

________________________________________________________________________________________________________________________________

A Principled Interpretation of Minion Speak A Principled Interpretation of Minion Speak !

S. Overkill and F. Gru i Anonymous Authors
Cartoony Minion University Anonymous Affiliation

In this paper we present a new understanding of... In this paper we present a new understanding of...

________________________________________________________________________________________________________________________________



Lot of debate!

Slngle blind can lead to gender/fame/race/... blases

sereetete

Where is the evidence of bias in my research community? ]

How to rigorously test for biases in peer review ]
(while ensuring “good” review process)?




WSDM’17 experiment: Setup

A remarkable experiment!

SB DB

 Reviewers randomly split into single blind (SB) and double blind (DB) conditions
* Each paper assigned 2 SB reviewers and 2 DB reviewers

[Tomkins et al. 2018]



https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0

WSDM’17 experiment: Tests for bias regarding...

* Gender

* Famous author

* Top university

* Top company

* From USA

* Academic institution

* Reviewer same country as author

[Tomkins et al. 2018]



https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0

What did they find?

Right after the break
at 10.45am

15



WSDM’17 experiment: Setup

A remarkable experiment!

SB DB

 Reviewers randomly split into single blind (SB) and double blind (DB) conditions
* Each paper assigned 2 SB reviewers and 2 DB reviewers

[Tomkins et al. 2018]



https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0

WSDM’17 experiment: Testing procedure

 Consider certain author attributes such as woman author, institute in USA, etc.

_

* Forany paper p, let g, = “intrinsic” value of paper p

* Logistic model: P(single blind reviewer accepts paper p)

- 1+exp(—{Bo+B1dp +Xattributes ¢ Pal{Paper p has author attribute a}))

* Use DB reviewers to estimate q,, for each paper p

 Fit decisions of SB reviewers into logistic model to estimate f’s

Test: f, =0 vs. B, #0
(no bias) (bias)

[Tomkins et al. 2018]



https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0

WSDM’17 experiment: Findings

* Famous author
* Top university Significant bias
* Top company

Not statistically significant; high effect size
Meta analysis is statistically significant

* From USA
 Academic institution No evidence of bias
e Reviewer same country as author

WSDM moved to double blind from the following year.

[Tomkins et al. 2018]



https://www.pnas.org/content/114/48/12708?collection=&utm_source=TrendMD&utm_medium=cpc&utm_campaign=Proc_Natl_Acad_Sci_U_S_A_TrendMD_0

Peculiar characteristics of peer review

[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

Statistical testing preliminaries

False alarm (Type | error) Claiming presence of bias when the bias is absent

Detection (1 - Type-Il error) Claiming presence of bias when the bias is present

For a given a, must ensure
P(false alarm) < «

Typical choice: @ = 0.05

[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

Characteristic 0: Correlations between quality of papers and certain attributes
 Famous author
* Top university
* Top company

Combined with other characteristics...

[Stelmakh et al., 2019]
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https://arxiv.org/pdf/1806.06237

Characteristic 1: Reviews are noisy

Reviewers are noisy (and hence DB reviews are a
noisy estimate of “intrinsic” value q,, of any paper p)

Must ensure: P(declare bias when no bias) < 0.05

| | 1 |
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[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

Characteristic 2: Intra-reviewer dependency

Reviews of different papers by the same reviewer are dependent,
e.g., a reviewer may be lenient or strict

Must ensure: P(declare bias when no bias) < 0.05
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[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

[Stelmakh et al., 2019]

Characteristic 3: Model complexity

Human evaluations may be more complex
than the simple parametric/logistic model

Must ensure: P(declare bias when no bias) < 0.05

False alarm probability

0.0

0.2 04 06 08 1.0

|

200 400 600 800 1000

Number of papers



https://arxiv.org/pdf/1806.06237

Characteristic 4: Non-random assignment

Assignment of reviewers to papers is NOT random

Must ensure: P(declare bias when no bias) < 0.05

Q _
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0.6

False alarm probability
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[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

KEEP
CALM

AND

EAT A
BANANA

[Stelmakh et al., 2019]

These issues are fixable!

* General framework
e Careful modification of experimental setup
* Non-parametric test
e Strong theoretical guarantees:

False alarm control
Non-trivial detection

26


https://arxiv.org/pdf/1806.06237

False alarm control

Reviews are noisy Intra-reviewer dependency
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https://arxiv.org/pdf/1806.06237

Non-trivial detection power

(higher is better)
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[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

Biases: Summary and open problems

e Stelmakh et al. —————) TOmkins et al.

* Need to accommodate idiosyncrasies of peer review

* Need more experiments!

e Optimal detection for given false alarm control

e Tests of biases from observational data



| don’t know much about this area.
Weak reject | guess...




Noise and reviewer assignment

Poor reviews due to inappropriate choice of reviewers

“one of the first and potentially most important stages is the one that attempts to
distribute submitted manuscripts to competent referees.” [Rodriguez et al. 2007]

Top reason for dissatisfaction: “Reviewers or panelists not expert in the field,
poorly chosen, or poorly qualified” [McCullough 1989]



https://arxiv.org/pdf/cs/0605110
https://www.jstor.org/stable/pdf/689671.pdf?casa_token=zNuUPkbs_NEAAAAA:puGig_ViQ-aB9fJQjyUbBjGK36X6Xq8qH068xy5AJspB8AdD4tSD6ywawFt0sPDR4s59NWSsaYLRIw6Dmfe5UdeszdggI6skBVSo1rkroKZp0nei-w

Automated assighment

(Used in AAAI, NeurlPS, ICML,...)

4 )
Compute * For every pair (paper p, reviewer ), similarity score s, € [0,1]
similarities + Based on
\ J - Match text of submitted paper with reviewer’s past papers
[Mimno et al. 2007, - Match chosen subject areas
Rodriguez et al. 2008, Charlin - Bids

et al. 2013, Liu et al. 2014]

* Higher similarity score = Better envisaged quality of review

4 )

) e Use similarity scores to assign reviewers to papers...
Assighnment

\_ /



https://dl.acm.org/citation.cfm?id=1281247
https://arxiv.org/pdf/cs/0605112
https://openreview.net/pdf?id=caynafZAnBafx
https://dl.acm.org/citation.cfm?id=2645749

Assighment: Maximize total similarity

(Used in AAAI, NeurlPS, ICML,...)

maximize Z z Spr I{paper p assigned to reviewer r}

assignment
p € Papers 1 €Reviewers

subject to
Every paper gets at least certain #reviewers

Every reviewer gets at most certain #papers
No paper is assigned to conflicted reviewer

[Conference management systems: TPMS (Charlin and Zemel 2013), EasyChair, HotCRP]
[Goldsmith et al. 2007, Tang et al. 2010, Charlin et al. 2012, Long et al. 2013]



https://openreview.net/pdf?id=caynafZAnBafx
http://easychair.org/
https://hotcrp.com/
https://www.aaai.org/Papers/Workshops/2007/WS-07-10/WS07-10-008.pdf
https://ieeexplore.ieee.org/abstract/document/5616179/
https://arxiv.org/pdf/1202.3706
http://www.cse.ust.hk/~raywong/paper/paperAssign-technical.pdf

Toy example

® One reviewer per paper

® One paper per reviewer

Paper A Paper B Paper C
Reviewer 1 1 0 0.5
Reviewer 2 0.7 1 0
Reviewer 3 0 0.7 0
Total: 1 1 0
Total: 0.7 0.7 0.5

Assignment is unfair to paper C

There exists another more balanced assighment

[Stelmakh et al. 2018]



https://arxiv.org/abs/1806.06237

Common approach: Maximize total similarity

maximize z 2 spr I{paper i assigned to reviewer j}

assignment :
p € Papers r €Reviewers

* Unbalanced: Can assign all relevant reviewers to some
papers and all irrelevant reviewers to others [stelmakh et al. 2018]

* Can be particularly unfair to interdisciplinary papers

* On CVPR 2017 data, assigns at least one paper all reviewers

with O similarity (there are other assignments that do much better)
[Kobren et al. 2019]



https://arxiv.org/abs/1806.06237
https://arxiv.org/pdf/1905.11924

More balanced assighment

maximize minimum E Spr I{paper i assigned to reviewer j}
assignment p € Papers
1 EReviewers

subject to
Every paper gets at least certain #reviewers

Every reviewer gets at most certain #papers
No paper is assigned to conflicted reviewer

Fix assighment for the worst-off paper argmin
p € Papers

Repeat for remaining papers

e NP Hard [Garg et al. 2010]
* Approximation algorithm (“reerReview4All”)
 Statistical guarantees on overall top-K selection

[Stelmakh et al. 2018]



https://link.springer.com/content/pdf/10.1007/s00453-009-9386-0.pdf
https://arxiv.org/abs/1806.06237

Evaluation

 TPMS algorithm optimizes sum similarity
* PeerReviewdall algorithm optimizes minimum similarity

. TPMS . PeerReview4All
>
"E 0.8 ‘= 08
= ©
2 . g "= 06
E : 5
“ 04 'S . 04
£ K- < v
3 02 - S 02 E
W )
[ - -
0 o 0
CVPR 2017 CVPR 2018 MIDL 2018 CVPR 2017 CVPR 2018 MIDL 2018

[Kobren et al. 2019]
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https://arxiv.org/pdf/1905.11924

Noise: Summary and open problems

* Review quality significantly depends on reviewer choice
e Current automated assignments can be unfair

* Recent research on fair/balanced assignments: Theory + Practice

 Computationally faster fair assignment with guarantees
[Stelmakh et al. 2018, Kobren et al. 2019]

* Better computation of similarities; joint similarity computation

and assignment [Mimno et al. 2007, Rodriguez et al. 2008, Charlin et al.
2013, Liu et al. 2014, Tran et al. 2017]

* Fair and improved bidding process [Fiez et al. 2019]



https://arxiv.org/abs/1806.06237
https://arxiv.org/pdf/1905.11924
https://dl.acm.org/citation.cfm?id=1281247
https://arxiv.org/pdf/cs/0605110
https://openreview.net/pdf?id=caynafZAnBafx
https://dl.acm.org/citation.cfm?id=2645749
https://ieeexplore.ieee.org/abstract/document/7956540/
https://realworld-sdm.github.io/paper/38.pdf

Giving lower scores to other

. -

papers will increase chances ™

of my own paper getting
accepted! Ha ha ha ha!
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o O ® 1. Make a painting
ah e 2. Enter one of 3 “exhibitions”
AN 3. Peer review others’ paintings
U4 \ . .
/’ AN 4. Possibly win an award
l', \\\
U4 \
l,, \\\
0/ \Q
Non-competitive Competitive
All above certain Top certain fraction in
threshold get award each exhibition win award

[Balietti et al., 2016]



https://www.pnas.org/content/pnas/113/30/8414.full.pdf

0.3- non-Competitive

Exhibition
Same
Different

Density

0 25 5 75 10
-Review Score
[Balietti et al., 2016] 41



https://www.pnas.org/content/pnas/113/30/8414.full.pdf

Giving a lower score increases chances
of their painting getting an award

0.3- non-Competitive

Exhibition
Same
Different

Density

0.0-

Competitive

Exhibition
Same
Different

0 25 5 75

[Balietti et al., 2016]
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https://www.pnas.org/content/pnas/113/30/8414.full.pdf

0.3- non-Competitive Competitive

Exhibition Exhibition
Same

Same
I Different

* “competitive sessions produce considerably more [strategic] reviews” ..

* “the number of [strategic] reviews increases over time” 0 45 5 75 W00 25 5 75 10

“This result provides further evidence that a substantial amount of gaming
of the review system is taking place... competition incentivizes reviewers
to behave strategically, which reduces the fairness of evaluations ”

[Balietti et al., 2016]

Also [Anderson et al. 2007, Langford 2008 (blog), Akst 2010, Thurner and Hanel 2011]

43


https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/article/10.1007/s11948-007-9042-5&casa_token=4EgYS6ZWFsYAAAAA:PsuenJkTNGuamfnDUHNRwm_-2VcZ0uBOYRkm-Hl5MtwO8jkLKvkqkBKCYDBiupAkv_yVbkowKIvezqQ
http://hunch.net/?p=499
https://www.the-scientist.com/uncategorized/i-hate-your-paper-43153
https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/article/10.1140/epjb/e2011-20545-7&casa_token=L5bWEeqx2k8AAAAA:H6jezg392rcJXtsbgbX-b-glvdcu400Ih7IGcGcOexZGX68DBcvCzNs0AzVPhdvqlmUL1t5muEKPvuE
https://www.pnas.org/content/pnas/113/30/8414.full.pdf

How to make peer review strategyproof?

Given: Conflict graph
(e.g., authorship graph)

o

o

How to ensure that no reviewer )
can influence decision of any
conflicted paper? )

A

V)

P

A

A

P rs :
ape Reviewers



Partitioning method

Primarily studied for peer grading

1 A+
2] A
3| B
1 A+
2] A
3| B

[Alon et al. 2011, Holzman et al. 2013, Bousquet et al. 2014, Fischer et al. 2015, Kurokawa et al. 2015,
Kahng et al. 2017]



https://arxiv.org/pdf/0910.4699
https://onlinelibrary.wiley.com/doi/pdf/10.3982/ECTA10523?casa_token=5rMfK2DgzfkAAAAA:B2gPhaLaHaweIcyPciUkDetbqaJ4ldyZ2N6p7E_eNhCKw7gLsFdmAvabtax-HvOvZyOA70yyGzaH
https://arxiv.org/pdf/1407.8535
https://epubs.siam.org/doi/pdf/10.1137/140995775?casa_token=nHyH4PzHfVsAAAAA:rtR1zouHihTKexg_4E2uC6F-FPbSpS2OAbrrD8r2qW7o8tHldJi2sdtEUPEHWDRFLPlkKXalZw
https://www.aaai.org/ocs/index.php/IJCAI/IJCAI15/paper/download/11063/10745
https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/download/17019/15796

Peer grading Conference peer review
1-1 conflict graphs More complex conflict graphs

—

—

=
Can the partitioning method work ]
for peer-review conflict graphs?

[Xu et al. 2018]



https://arxiv.org/pdf/1806.06266

ICLR empirical evaluation

Q1. Is partitioning of conflict graph feasible?

Yes! 253 disjoint components

But, 372 authors and 133 papers in largest connected component
. Assigned reviewers may lack expertise.

Q2. How does assighnment quality fare under strategyproofness?

e Sum similarity reduces by 11% as compared to without strategyproofing

e Heuristics for more flexibility: Removing 3.5% of authors from the
reviewer pool reduces size of the largest component by 86%

[Xu et al. 2018]



https://arxiv.org/pdf/1806.06266

Dishonest behavior: Summary and open problems

* Competition incentivizes strategic reviewer behavior

 Partitioning method + heuristics to mitigate its effect

* Maximize efficiency of peer review under strategyproofness

maximize Z Z spr I{paper i assigned to reviewer j}

assignment :
p € Papers r €Reviewers

subject to strategyproofness

* |s strategyproofing possible when conflict graph cannot
be partitioned? [Aziz et al. 2019, Xu et al. 2018]

* Detect/prevent other forms of dishonest behavior
[Ferguson et al. 2014, Gao et al. 2017, Langford 2008]



https://arxiv.org/pdf/1604.03632.pdf
https://arxiv.org/pdf/1806.06266
https://www.nature.com/news/publishing-the-peer-review-scam-1.16400
https://www.nature.com/articles/546033a
https://hunch.net/?p=407

This is a moderately
decent paper.
8/10

This is a moderately
decent paper.
4/10.




Miscalibration in ratings

“A raw rating of 7 out of 10 in the absence of any other information is
potentially useless.” [Mitliagkas et al. 2011]

“The rating scale as well as the individual ratings are often arbitrary
and may not be consistent from one user to another.” [Ammar et al. 2012]

“[Using rankings instead of ratings] becomes very important when we
combine the rankings of many viewers who often use completely different
ranges of scores to express identical preferences.” [Freund et al. 2003]



https://ieeexplore.ieee.org/abstract/document/6120296/
https://dl.acm.org/citation.cfm?id=2254799
http://www.jmlr.org/papers/volume4/freund03a/freund03a.pdf

Unfairness in peer review

“the existence of disparate categories of reviewers creates the potential
for unfair treatment of authors. Those whose papers are sent by chance to
assassins/demoters are at an unfair disadvantage, while zealots/pushovers
give authors an unfair advantage.”

[Siegelman 1991]



https://www.semanticscholar.org/paper/Assassins-and-zealots%3A-variations-in-peer-review.-Siegelman/d52c01f738c4f4e1156403d4f0e7bd2e85f4d140

Two approaches in the literature

0 Assume simplified (linear) models for calibration
[Paul 1981, Flach et al. 2010, Roos et al. 2011, Baba et al. 2013, Ge et al. 2013, Mackay et al. 2017]

* Did not work well [NeurlIPS 2016 program chairs; personal communication]

* “We experimented with reviewer normalization and generally found it
significantly harmful.” [Langford (ICML 2012 program co-chair)]

Miscalibration is quite complex:
[Brenner et al. 2005]

reported value

true value


http://hunch.net/?p=2517
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.2044-8317.1981.tb00630.x?casa_token=rhcCONObPS4AAAAA:Ko0bd5PClxSOo9lvJDcix0glOn2OX7bFjq5MHgbdTiNKbk9yuY2j3_Q_6WC2XrDbDy0qD4RwSv5Gyg
https://dl.acm.org/citation.cfm?id=1809413
https://www.aaai.org/ocs/index.php/AAAI/AAAI11/paper/viewPDFInterstitial/3578/3850
https://dl.acm.org/citation.cfm?id=2487600
http://mlg.eng.cam.ac.uk/hong/unpublished/nips-review-model.pdf
https://royalsocietypublishing.org/doi/pdf/10.1098/rsos.160760
https://www.sciencedirect.com/science/article/pii/S0749597805000051

Two approaches in the literature

e Use rankings [Rokeach 1968, Freund et al. 2003, Harzing et al. 2009,
Mitliagkas et al. 2011, Ammar et al. 2012, Negahban et al. 2012]

* Use rankings induced by ratings or directly collect rankings

« Commonly believed to be the best option if no assumptions on calibration

Is it possible to do better using ratings
than rankings, with essentially no
assumptions on the miscalibration?



https://academic.oup.com/poq/article-pdf/32/4/547/5286557/32-4-547.pdf?casa_token=_8NnMT0IjMsAAAAA:OKMRkieVjXaVKxa3a86ZNBf3KcKuNNoiKm_6qaePLBbIYRetPZXmu74vxBuWk-fWdodn4OmEohA
http://www.jmlr.org/papers/volume4/freund03a/freund03a.pdf
http://www.academia.edu/download/30572044/ranking.pdf
https://ieeexplore.ieee.org/abstract/document/6120296/
https://dl.acm.org/citation.cfm?id=2254799
https://papers.nips.cc/paper/4701-iterative-ranking-from-pair-wise-comparisons.pdf

Canonical 2x2 setting

Calibration function: f; :[0,1] - [0,1]
. . Given paper i € {A, B}, outputs f;(z;)
Z, #* Zp€ Calibration function £, :[0,1] — [0,1]
Given paper i € {A, B}, outputs f,(z;)

* Adversary chooses z,, zg and strictly monotonic f3, f5

* One paper assigned to each reviewer at random

* Goal: Given (assignment, score given by each reviewer)
estimate if z, > z; or zp > z),

o Eliciting rankings is vacuous; amounts to random guessing
[Wang et al. 2018]



https://arxiv.org/pdf/1806.05085

Impossibility on deterministic estimators

No deterministic estimator has a success
probability better than random guessing.

[Wang et al. 2018]



https://arxiv.org/pdf/1806.05085

A randomized estimator

There is a randomized estimator that
strictly outperforms random guessing.

[Wang et al. 2018]
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Paper A: z, =0.2

Paper B: z5 = 0.6

* Under blue assignment, pick paper B with probability
1+ (0.1 —0.9] 09

2
* Under red assignment, pick paper A with probability
1+]0.3 —0.8]
> = 0.75

* On average, correct with probability

1 1
~(0.9) +=(1—0.75) = 0.575 > 0.5
[Wang et al. 2018] 2 2

Reviewer 1: f;(x) = x/2 Reviewer 2: f,(x)=(3+x)/4

(output is correct)

(output is wrong)

57


https://arxiv.org/pdf/1806.05085

Miscalibration: Summary and open problems

e Unfairness due to miscalibrated reviewers
 Ratings > rankings even if calibration is arbitrary/adversarial

Strong assumptions: Arbitrary/adversarial
parametric, linear Sweet spot miscalibration ~ Ranking

?

- Weaker assumptions: non-parametric, non linear
(e.g., permutation-based models [Shah 2017 part 1])

- Amenable to given sample sizes: Avoid overkill


https://media.proquest.com/media/pq/classic/doc/4325536509/fmt/ai/rep/NPDF?cit%3Aauth=Shah%2C+Nihar+Bhadresh&cit%3Atitle=Learning+From+People&cit%3Apub=ProQuest+Dissertations+and+Theses&cit%3Avol=&cit%3Aiss=&cit%3Apg=&cit%3Adate=2017&ic=true&cit%3Aprod=ProQuest+Dissertations+%26+Theses+Global&_a=ChgyMDE5MTIyMzA5NDEzODMwOTo4MzM4NDISBjEwNzI3ORoKT05FX1NFQVJDSCIMNDIuMTA2LjEuMTU4KgUxODc1MDIKMjAxNDQzMzI3OToNRG9jdW1lbnRJbWFnZUIBMFIGT25saW5lWgJGVGIDUEZUagoyMDE3LzAxLzAxcgoyMDE3LzEyLzMxegCCAShQLTEwMDg3NTItOTkwMi1DVVNUT01FUi0xMDAwMDIwNS00MTg4OTc0kgEGT25saW5lygF5TW96aWxsYS81LjAgKE1hY2ludG9zaDsgSW50ZWwgTWFjIE9TIFggMTBfMTJfNikgQXBwbGVXZWJLaXQvNTM3LjM2IChLSFRNTCwgbGlrZSBHZWNrbykgQ2hyb21lLzc2LjAuMzgwOS4xMDAgU2FmYXJpLzUzNy4zNtIBFkRpc3NlcnRhdGlvbnMgJiBUaGVzZXOaAgdQcmVQYWlkqgIlT1M6RU1TLURvd25sb2FkUGRmLWdldE1lZGlhVXJsRm9ySXRlbcoCE0Rpc3NlcnRhdGlvbi9UaGVzaXPSAgFZ4gIbaHR0cHM6Ly9zY2hvbGFyLmdvb2dsZS5jb20v6gIIZ3NjaG9sYXLyAgD6AgFOggMDV2Vi&_s=dMNxG2xo2zFzI8QwAs%2FQDARJya8%3D

Spelling mistakes are
ok. The content is
great. Strong accept.

Too many spelling
mistakes. Strong reject.




Differing opinions about relative importance of criteria

Novelty is not Novelty is
useful unless extremely

improvement REJECT £ ACCEPT important
by at least 10%

Novel ideas!

Improves 5%

over existing ACCEPT

ACCEPT

[Kerr et al. 1977, Bakanic et al. 1987, Hojat et al. 2003, Church 2005, Lamont 2009, Lee 2015] -



https://www.jstor.org/stable/pdf/255467.pdf?casa_token=ogqfSk51myoAAAAA:VCcTxy07MuRLDSAhfs603i_eUtyQtkbpHcLt7Unq1ApJOUFyAfZf2pdriTZkYMeIPNod2jsd82CoQEUZtPr2PPfCtXnEauCKh3uMiEgNQJZ6A7a__Q
https://www.jstor.org/stable/pdf/2095599.pdf?casa_token=PoKuevITNgkAAAAA:3eeVXwn62qCQufRG7MDycOLGx7Fqy9sya_FKjsXg35gL09zaco_Ei1S9ym5vG5YLS0V69hiyZeLQAWeaINUieR47Z3eLYX38t7xZ6z8LmI0bWCVd6w
https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/content/pdf/10.1023/A:1022670432373.pdf&casa_token=xrH-3r49jjQAAAAA:9WJUtYa8v29C9VTjSEYe-mZgX4IztHkDEBVSrkYT3-NYUcEYjbu1d_RY7Wx05Ak1oqGOGlXuvz3uprs
https://www.mitpressjournals.org/doi/pdf/10.1162/089120105775299131
https://books.google.com/books?hl=en&lr=&id=slK0xmSu33MC&oi=fnd&pg=PP6&dq=How+professors+think&ots=h7rXj_hmqL&sig=4c6Crt-FBqioc__H1VqBCjGlN50
https://www.journals.uchicago.edu/doi/abs/10.1086/683652

Commensuration Bias in Peer Review

Carole J. Lee*t

To arrive at their final evaluation of a manuscript or grant proposal, reviewers must
convert a submission’s strengths and weaknesses for heterogeneous peer review criteria
into a single metric of quality or merit. I identify this process of commensuration as the

“Illuminates how intellectual priorities in individual peer review judgments
can collectively subvert the attainment of community-wide goals”

[Lee 2015]



https://www.journals.uchicago.edu/doi/abs/10.1086/683652

How to ensure that every paper is ]
judged by the same yardstick?

An approach using ML and social choice theory....
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Problem setting

* Reviewers asked to judge papers on k criteria
- E.g. (IJCAI 17): Originality, Relevance, Significance, Writing, Technical
. Give criteria scores in [0,1]"

* And an overall score in [0,1]

* Each reviewer has a coordinate-wise non-decreasing (subjective) mapping

from criteria scores in [0,1]% to overall score in [0,1]

Need a common mapping for all papers

[Noothigattu et al. 2018]



https://arxiv.org/pdf/1808.09057

Data-driven approach: Learn a mapping

* Obtain (criteria scores, overall score) € [0,1]* x [0,1] for every review

» Learn a mapping f:[0,1]%— [0,1] from this data

* For every review, replace overall score with f(criteria scores)

[Noothigattu et al. 2018]
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Framework

Which loss?

Papers Papers
r N r N
. _ f(.8.9.9]) f([.8.6 .1)) 9 .6
f € argmin £ f(L9.1.4]) f([.2.7.4]) | 2 4
JEF  Revi f([.1.3.2]) f([.8.9.2]) BRviewers 6 .6
f(1.9..5 .4]) f([.7.8.2]) 4 9
f(1.3.2.1]) f(l.4.7.9]) 2 3
N y " o
Criteria scores Overall scores

F = set of all coordinate-wise non-decreasing functions

[Noothigattu et al. 2018]



https://arxiv.org/pdf/1808.09057

Under three ‘reasonable’ axioms, there is exactly one possible loss.

“L(1,1) loss, i.e., sum of absolute differences of all entries”

r N\ r N
R f([.8.9.9]) f([.8.6 .1)) 9 6
[ € argmin £(L9.1.4]) f([.2.7.4)) 2 4
JEF f(.1.3.2]) f(1.8.9.2])] = 6 .6
| f(.9 .5 .4]) f([.7.8.2]) 4 9
all entries | | f(.3.2.1]) f(L.4.7.9) 2 .3
. J . y

F = set of all coordinate-wise non-decreasing functions

[Noothigattu et al. 2018]



https://arxiv.org/pdf/1808.09057

IJCAI 2017

Aggregate overal|

Aggregate overal|
Aggregate overal|

* Writing and Relevance: Really bad - significant downside, really good - appreciated, in

between - irrelevant.

* Technical quality and Significance: high influence; the influence is approximately linear.

* Originality: moderate influence.

[Noothigattu et al. 2018]
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Subjectivity: Summary and open problems

 Commensuration biases put individual reviewer preferences
above community-wide norms and preferences

e “Learn” community-wide preferences
e Using ideas from machine learning and social choice theory

* Evaluation in absence of ground truth

* Multiple problems together



Alright, so here’s
what everyone
must do...

69



Biases due to alphabetical ordering

In Economics, norm is to order authors in alphabetical order of last names.
Faculty with last name starting with an earlier alphabet are:
 Significantly more likely to receive tenure

* Significantly more likely to become fellows of the Econometric Society
* More likely to receive the Clark Medal and the Nobel Prize

The (related) field of Psychology, which does not order by alphabet, does
not show any of these biases.

[Einav and Yariv 2006] (See also [Hilmer et al. 2005, van Praag et al. 2008, Ray et al. 2018])
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https://pubs.aeaweb.org/doi/pdfplus/10.1257/089533006776526085?&utm_source=weibolife
https://academic.oup.com/ajae/article-abstract/87/2/509/120409
https://onlinelibrary.wiley.com/doi/pdf/10.1111/j.1468-0335.2007.00653.x?casa_token=wzTMbPWtaXoAAAAA:jEO9H2IhPzN1SVkhsEr-U48UDb6L7qVsLFa2NyFTaNJjpnNewuwCMMlqYiIbzPmws5orwF8YbtDkkw
https://www.aeaweb.org/articles?id=10.1257/aer.20161492

What causes these biases?

In papers On websites

Implicit bias — Primacy effects Serial position effects

Explicit bias — “First author et al.”
Conference  [_Ceks  author et al? i its et AAAHTS Program Committee
STOC 2017 99 70 Hussein Abbass
Sherief Abdallah
OE ZI0E 7 =2 Abbas Abdolmaleki
FOCS 2017 79 48 Naoki Abe
FOCS 2016 /3 43 David Abel
EC 2017 75 48 Ayan Acharya
EC 2016 99 g7 Maribel Acosta
Shuchin Aeron
Maedeh Aghaei

https://researchonresearch.blog/2018/11/28/theres-lots-in-a-name/ /1
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Let's fix this!

In papers On websites
ACM EC conference now uses CMU Machine Learning Department
numbering instead of “first website now uses dynamic randomization
author et al.” citation style for ordering people
Machine Carnegie Mellon University
M L Eeeaprgrlpngqent School of Computer Science

Can randomize author ordering e e reseacs

» People > PhD Students

The ordering on this page is randomized (as opposed to ordering alphabetically).
Read more about biases due to alphabetical ordering.

e

——

AT\

lvan Stelmakh Han Zhao Charvi Rastogi

https://researchonresearch.blog/2018/11/28/theres-lots-in-a-name/
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Gender distribution in paper awards

(2010— 2018)

X 20 - 39’
S 15.6%
o 13.2% 13.4% /45
VS5 12.5% 552" 11782
O ~ 10.5% 10.8% 5/40
HE= a38 4137
Cg 10 - 7.1% 7.4% 7.4% 7.7%

v 5.9% 7/99 4/54 4/54 3/39
O C 2.0% 468
E Q 3.0% 2/40
a £ 1.4% 2/67
o 0.0% 1/69
2 | 0/43
R L P ¥ C 9O N0 » B v
AQ@\QQ%&“ X O Qé\“oooo“‘eov?vé'
C > ® A 2 N
v.
< ©

S

https://researchonresearch.blog/2019/06/18/gender-distributions-of-paper-awards/
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Need for transparency

e Are author identities visible to the award committee?
e How is the committee determined?
e \What criteria are used?

Started conversations in information theory society,
NLP community, ML community, vision community,...

@

https://researchonresearch.blog/2019/06/18/gender-distributions-of-paper-awards/
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Conclusions

* Many sources of biases and unfairness in peer review

* Urgent need to revamp peer review, at scale
* Lot at stake: Careers, Scientific progress

* Lots of open problems!
- Exciting
- Theoretical / Applied / Conceptual
- Challenging
- Impactful



"WVE BEEN ASKED TO I'VE BEEN ASKED TO HERE, REVIEW
REVEW THS PAPER. REVEW THS PAPER, THIS, TLL BE
CAN You Do T? &EO0D FOR You,

S
&
3

"Piled Higher and Deeper" by Jorge Cham WWW.PHDCOMICS., COM

Thank you!



“Today reviewing is like grading: When grading exams, zero credit goes
for thinking of the question. When grading exams, zero credit goes for a
novel approach to solution. (Good) reviewing: acknowledges that the
qguestion can be the major contribution. (Good) reviewing: acknowledges
that a novel approach can be more important than the existence of the
solution.” [Naughton 2010]
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A more general formulation

Absence of bias:

P(reviewer r accepts paper p in SB) = P(reviewer r accepts paper p in DB)

Presence of bias:
p € Group

P(reviewer r accepts paper p in SB) =  P(reviewer r accepts paper p in DB)
p &€ Group

and at least one inequality is strict.

* No assumption of existence of any “true scores”
* Non-parametric model

 More general view greatly simplifies things...
[Stelmakh et al., 2019]



https://arxiv.org/pdf/1806.06237

Experimental setup and test

Step 1: Experimental setup (Reviewer assignment)

(1a) Initial assighment: Each paper assigned 2 reviewers; at most 1 paper per reviewer
(1b) Randomization: For each paper, send 1 reviewer to SB and 1 to DB uniformly at random

(1c) Final assighment: Assigning remaining reviewers in any manner desired

Step 2: Statistical test (after getting reviews)

® Condition on triples from (1a) where reviewers disagree on their decisions
® Run permutation test at the level a

[Stelmakh et al., 2019]
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Guarantees

Theorem (informal)

This experimental setup and test controls the false

alarm probability at any given level a € (0,1) and
has asymptotic probability of detection of 1.

[Stelmakh et al., 2019]
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Another example

® Two reviewers per paper

® One paper per reviewer

Assignment is unfair to (inter-disciplinary) paper C
There exists another more balanced assignment

[Stelmakh et al. 2018]

Paper A Paper B Paper C

Reviewer 1 0.9 0 0.5
Reviewer 2 0.6 0 0.5
Reviewer 3 0 0.9 0.5
Reviewer 4 0 0.6 0.5
Reviewer 5 0 0 0
Reviewer 6 0 0 0

Total: 1.5 1.5 0.0

Total: 0.9 0.9 1.0



https://arxiv.org/abs/1806.06237
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Heuristic: Remove few authors from reviewer pool

400 -

300 -

200 -

100 ~

371

313

5(0.35%)

®m #Authors in largest connected component

% #Papers in largest connected component

228

55
18 28 13 ¢
Sa ] - ----- [
15 (1.06%) 50 (3.5%) 100 (7.05%) 150 (10.6%)

Number (fraction) of authors removed from reviewer pool

[Xu et al. 2018]
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NeurlPS 2016

3 4 5

1 2 . _

low or very low) | (sub-standard) (poster level: (oral level: (award level:

( top 30%) top 3%) top 0.1%)
Impact 6.5% 36.1% 45.7% 10.5% 1.1%
Quality 6.7% 38.0% 44.7% 9.5% 1.1%
Novelty 6.4% 34.8% 48.1% 9.7% 1.1%
Clarity 7.1% 28.0% 48.6% 14.6% 1.8%

>3: 57% instead of intended 30%
>4: 10% instead of intended 3%
>5: 1% instead of intended 0.1%

[Shah et al. 2017]
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An axiomatic approach

e Challenge: There is no ground truth!

e Axiomatic approach

o Approach is popular in economics and social choice theory
o ldentify “special case” scenarios that is easy to reason about

o Establish necessary conditions (or “axioms”)

[Noothigattu et al. 2018]
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Special case

Notation: Reviewer i gives to paper |
* Criteria scores x;; € [0,1]"
* Overall score y;; € [0,1]

Consider the L(p,q) loss family (which is a popular, natural matrix-extension of the
L(p) loss family for vectors). Here p € [1,], g € [1, o]

Special case: All reviewers review all papers. Moreover, any paper
gets the same criteria scores from all reviewers.

Paper 1: x4
Paper 2: x4,

co e :: xl
co e :: xZ

X31
X32

X21
X22

(Noothigattu et al. 2018]
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Xﬂ/ Axiom 1: Consensus
A For some x € [0,1]% and y € [0,1], if all reviewers map x to y then f(x) = y.
Y

o : :
\.I Axiom 2: Dominance
[Informal] If a paper a is “at least as good as” paper b, then f(x,) = f(x}).

Axiom 3: Strategyproofness
l No reviewer can bring the learnt overall scores closer to her/his own opinion by

strategic manipulation. For any reviewer i, let (y;1, --., ¥;m) be overall scores she/he

gives if honest. Let f denote learnt mapping in that case. Let (y1, ..., Vi) be any
other overall scores and g be the associated learnt mapping. Then we need:

(7 G, s F o)) = G o yimd || < 19 Ge), - 8Ge)) = Bt s Vi)

[Noothigattu et al. 2018]
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L(1,1) is the only L(p,q) loss that satisfies the three axioms.

* Strategyproofness violated when g € (1, o]
* Consensus violated whenp = o andg =1

* Dominance violated whenp € (1,0)andg =1

[Noothigattu et al. 2018]
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Dominance violated under L(2,1) loss

* 2 papers, 3 reviewers, k=2 criteria Fermat point of a triangle: Point with smallest
* Criteria scores xq = [4, %], x, = [%, %] total Euclidean distance from the 3 vertices

e Overall scores: (f(xl),f(xz)) is exactly the Fermat point of:

Paper 1 Paper 2
Rev. 1 0 0)
Rev. 2 1 0)
Rev. 3 0 z<1

(0,2) z=1; Fermat point: (.20,.20)

z=Y%; Fermat point: (.12,.15)
flx) < fxy)

Paper 1 dominates paper 2

want £ (x) > £ (x;)

[Noothigattu et al. 2018] (O'O) (1;0)
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