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ABSTRACT
In this overview article, we survey a number of challenges in peer
review, understand these issues and tradeoffs involved via insight-
ful experiments, and discuss computational solutions proposed in
the literature. The survey is divided into seven parts: mismatched
reviewer expertise, dishonest behavior, miscalibration, subjectivity,
biases pertaining to author identities, incentives, and norms and
policies.

1 INTRODUCTION
Peer review is a cornerstone of scientific research [2]. Although
quite ubiquitous today, peer review in its current form became
popular only in the middle of the twentieth century [3, 4]. Peer
review looks to assess research in terms of its competence, signifi-
cance and originality [5]. It aims to ensure quality control to reduce
misinformation and confusion [6] thereby upholding the integrity
of science and the public trust in science [7]. It also helps in im-
proving the quality of the published research [8]. In the presence of
an overwhelming number of papers written, peer review also has
another role [9]: “Readers seem to fear the firehose of the internet:
they want somebody to select, filter, and purify research material.”

Surveys [10–14] of researchers in a number of scientific fields
find that peer review is highly regarded by the vast majority of
researchers. Amajority of researchers believe that peer review gives
confidence in the academic rigor of published articles and that it
improves the quality of the published papers. These surveys also
find that there is a considerable and increasing desire for improving
the peer-review process.

Peer review is assumed to provide a “mechanism for rational, fair,
and objective decision making” [8]. For this, one must ensure that
evaluations are “independent of the author’s and reviewer’s social
identities and independent of the reviewer’s theoretical biases and
tolerance for risk” [15]. There are, however, key challenges towards
these goals. The following quote from Rennie [16], in a commentary
titled “Let’s make peer review scientific” summarizes many of the
challenges in peer review: “Peer review is touted as a demonstration of
the self-critical nature of science. But it is a human system. Everybody
involved brings prejudices, misunderstandings and gaps in knowledge,
so no one should be surprised that peer review is often biased and
inefficient. It is occasionally corrupt, sometimes a charade, an open
temptation to plagiarists. Even with the best of intentions, how and
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Figure 1: Number of submissions to two prominent confer-
ences over the past few years.

whether peer review identifies high-quality science is unknown. It is,
in short, unscientific.”

Problems in peer review have consequences much beyond the
outcome for a specific paper or grant proposal, particularly due to
the widespread prevalence of the Matthew effect (“rich get richer”)
in academia [17–19]. As noted in [20] “an incompetent review may
lead to the rejection of the submitted paper, or of the grant application,
and the ultimate failure of the career of the author.”. This raises the
important question [21]: “In public, scientists and scientific insti-
tutions celebrate truth and innovation. In private, they perpetuate
peer review biases that thwart these goals... what can be done about
it?” Additionally, the large number of submissions in fields such
as machine learning and artificial intelligence (Figure 1) has put
a considerable strain on the peer-review process. The increase in
the number of submissions is also large in many other fields: “Sub-
missions are up, reviewers are overtaxed, and authors are lodging
complaint after complaint” [22].

In this overview article on peer review, we discuss several mani-
festations of the aforementioned challenges, experiments that help
understand these issues and the tradeoffs involved, and various
(computational) solutions in the literature. For concreteness, our
exposition focuses on peer review in scientific conferences.1 Most
points discussed also apply to other forms of peer review such as
review of grant proposals used to award billions of dollars worth
of grants every year, journal review, and peer evaluation of em-
ployees in organizations. Moreover, any progress on this topic has
implications for a variety of applications such as crowdsourcing,
peer grading, recommender systems, hiring, college admissions,
judicial decisions, and healthcare. The common thread across these
applications is that they involve distributed human evaluations:

1For those unfamilar with the computer science peer-review culture, unlike many
other fields, computer science conferences review full papers, are a venue for archival
publication, and are typically rated at par or higher than journals.
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Figure 2: Typical timeline of the review process in computer
science conferences.

a set of people need to evaluate a set of items, but every item is
evaluated by a small subset of people and every person evaluates
only a small subset of items.

The target audience for this overview article is quite broad. It
serves to aid policy makers (such as program chairs of conferences)
to design the peer-review process. It can help reviewers understand
the inherent biases so that they can actively try to mitigate them.
It can help authors and also people outside academia understand
what goes on behind the scenes in the peer-review process and the
challenges that lie therein.

2 AN OVERVIEW OF THE REVIEW PROCESS
We begin with an overview of a representative conference review
process. Please see Figure 2 for an illustration. The process is coor-
dinated on an online platform known as a conference management
system. Each participant in the peer-review process has one or more
of the following four roles: program chairs, who coordinate the
entire peer-review process; authors, who submit papers to the con-
ference; reviewers, who read the papers and provide feedback and
evaluations; and meta reviewers, who are intermediaries between
reviewers and program chairs.

Authors must submit their papers by a pre-decided deadline. The
submission deadline is immediately followed by “bidding”, where
reviewers can indicate which papers they are willing or unwilling
to review. The papers are then assigned to reviewers for review.
Each paper is reviewed by a handful (typically 3 to 6) of reviewers.
The number of papers per reviewer varies across conferences and
can range from a handful (3 to 8 in the field of artificial intelligence)
to a few dozen papers. Each meta reviewer is asked to handle a few
dozen papers, and each paper is handled by one meta reviewer.

Each reviewer is required to provide reviews for their assigned
papers before a pre-specified deadline. The reviews comprise an
evaluation of the paper and suggestions to improve the paper. The
authors may then provide a rebuttal to the review, which could clar-
ify any inaccuracies ormisunderstandings in the reviews. Reviewers
are asked to read the authors’ rebuttal (as well as other reviews)
and update their reviews accordingly. A discussion for each paper
then takes place between its reviewers and meta reviewer. Based
on all of this information, the meta reviewer then recommends to
the program chairs a decision about whether or not to accept the

paper to the conference. The program chairs eventually make the
decisions on all papers.

While this description is representative of many conferences
(particularly large conferences in the field of artificial intelligence),
individual conferences may have some deviations in their peer-
review process. For example, many smaller-sized conferences do
not have meta reviewers, and the final decisions are made via an
in-person or online discussion between the entire pool of reviewers
and program chairs. That said, most of the content to follow in this
article is applicable broadly.

With this background, we now discuss some challenges and so-
lutions in peer review: mismatched reviewer expertise (Section 3),
dishonest behavior (Section 4), miscalibration (Section 5), subjec-
tivity (Section 6), biases pertaining to author identities (Section 7),
incentives (Section 8), and norms and policies (Section 9).

3 MISMATCHED REVIEWER EXPERTISE
The assignment of the reviewers to papers determines whether
reviewers have the necessary expertise to review a paper. The
importance of the reviewer-assignment stage of the peer-review
process well known: “one of the first and potentially most important
stage is the one that attempts to distribute submitted manuscripts to
competent referees” [23]. Time and again, a top reason for authors
to be dissatisfied with reviews is the mismatch of the reviewers’
expertise with the paper [24].

For small conferences, the program chairs may assign reviewers
themselves. However, this approach does not scale to conferences
with hundreds or thousands of papers. One may aim to have meta
reviewers assign reviewers, but this approach has two problems.
First, papers handled by meta reviewers who do the assignment
later in time fare worse since the best reviewers for these papers
may already be taken for other papers. Second, the question of
assigning papers to meta reviewers still remains and is a daunting
task if done manually. As a result, reviewer assignments in most
moderate-to-large-sized conferences are performed in an automated
manner (sometimes with a bit of manual tweaking). Here we discuss
automated assignments from the perspective of assigning reviewers,
noting that it also applies to assigning meta reviewers.

There are two stages in the automated assignment procedure:
the first stage computes “similarity scores” and the second stage
computes an assignment using these similarity scores.

3.1 Computing similarity scores
The first stage of the assignment process involves computing a
“similarity score” for every reviewer-paper pair. The similarity score
B?�A between any paper ? and any reviewer A is a number between
0 and 1 that captures the expertise match between reviewer A and
paper ? . A higher similarity score means a better-envisaged quality
of the review. The similarity is computed based on one or more of
the following sources of data.

3.1.1 Subject-area selection. When submitting a paper, authors
are required to indicate one or more subject areas to which the
paper belongs. Before the review process begins, each reviewer
also indicates one or more subject areas of their expertise. Then,
for every paper-reviewer pair, a score is computed as the amount
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of intersection between the paper’s and reviewer’s chosen subject
areas.

3.1.2 Text matching. The text of the reviewer’s previous papers
is matched with the text of the submitted papers using natural
language processing techniques [25–35]. We overview a couple of
approaches here [27, 28]. One approach is to use a language model.
At a high level, this approach assigns a higher text-score similarity
if (parts of) the text of the submitted paper has a higher likelihood
of appearing in the corpus of the reviewer’s previous papers under
an assumed language model. A simple incarnation of this approach
assigns a higher text-score similarity if the words that (frequently)
appear in the submitted paper also appear frequently in the papers
in the reviewer’s previous papers.

A second common approach uses “topic modeling”. Each paper
or set of papers is converted to a vector. Each coordinate of this
vector represents a topic that is extracted in an automated manner
from the entire set of papers. For any paper, the value of a specific
coordinate indicates the extent to which the paper’s text pertains to
the corresponding topic. The text-score similarity is the dot product
of the submitted paper’s vector and a vector corresponding to the
aggregate of the reviewer’s past papers.

These approaches, however, face some shortcomings. For exam-
ple, suppose all reviewers belong to one of two subfields of research,
whereas a submitted paper makes a connection between these two
subfields. Then, since only about half of the paper matches any
individual reviewer, the similarity of this paper with any reviewer
will only be a fraction of the similarity of another paper that lies
in exactly one subfield. This discrepancy can systematically disad-
vantage such a paper in the downstream bidding and assignment
processes as discussed later.

Some systems such as the widely employed Toronto PaperMatch-
ing System (TPMS) [28] additionally use reviewer-provided confi-
dence scores for each review to improve the similarity computation
via supervised learning. The paper [35] builds language models
using citations as a form of supervision.

The design of algorithms to compute similarities more accurately
through advances in natural language processing is an active area
of research [36].

3.1.3 Bidding. Many conferences employ a “bidding” procedure
where reviewers are shown the list of submitted papers and asked
to indicate which papers they are willing or unwilling to review. A
sample bidding interface is shown in Figure 3.

Cabanac and Preuss [37] analyze the bids made by reviewers in
several conferences. In these conferences, along with each review,
the reviewer is also asked to report their confidence in their eval-
uation. They find that assigning papers for which reviewers have

made positive (willing) bids is associated with higher confidence
reported by reviewers for their reviews. This observation suggests
the importance of assigning papers to reviewers who bid positively
for the paper. Such suggestions are corroborated elsewhere [2],
noting that the absence of bids from some reviewers can reduce the
fairness of assignment algorithms.

Many conferences suffer from the lack of adequate bids on a large
fraction of submissions. For instance, 146 out of the 264 submissions
at the ACM/IEEE Joint Conference on Digital Libraries (JCDL) 2005
had zero positive bids [23]. In IMC 2010, 68% of the papers had
no positive bids [38]. The Neural Information Processing Systems
(NeurIPS) 2016 conference in the field of machine learning aimed to
assign 6 reviewers and 1 meta-reviewer to each of the 2425 papers,
but 278 papers received at most 2 positive bids and 816 papers
received at most 5 positive bids from reviewers, and 1019 papers
received zero positive bids from meta reviewers [39]. One reason is
a lack of reviewer engagement in the review process: 11 out of the
76 reviewers at JCDL 2005 and 148 out of 3242 reviewers at NeurIPS
2016 did not give any bid information.

Cabanac and Preuss [37] also uncover a problemwith the bidding
process. The conference management systems there assigned each
submitted paper a number called a “paperID”. The bidding interface
then ordered the papers according to the paperIDs, that is, each
reviewer saw the paper with the smallest paperID at the top of the
list displayed to them, and increasing paperIDs thereafter. They
found that the number of bids placed on submissions generally
decreased with an increase in the paperID value. This phenomenon
is explained by well-studied serial-position effects [40] that humans
are more likely to interact with an item if shown at the top of a list
rather than down the list. Hence, this choice of interface results in
a systematic bias against papers with greater values of assigned
paper IDs.

Cabanac and Preuss suggest exploiting serial-position effects to
ensure a better distribution of bids across papers by ordering the
papers shown to any reviewer in increasing order of bids already
received. However, this approach can lead to a high reviewer dis-
satisfaction since papers of the reviewer’s interest and expertise
may end up significantly down the list, whereas papers unrelated
to the reviewer may show up at the top. An alternative ordering
strategy used commonly in conference management systems today
is to first compute a similarity between all reviewer-paper pairs
using other data sources, and then order the papers in decreasing
order of similarities with the reviewer. Although this approach
addresses reviewer satisfaction, it does not exploit serial-position
effects like the idea of Cabanac and Preuss. Moreover, papers with
only moderate similarity with all reviewers (e.g., if the paper is
interdisciplinary) will not be shown at the top of the list to anyone.

These issues motivate an algorithm [41] that dynamically or-
ders papers for every reviewer by trading off reviewer satisfaction
(showing papers with higher similarity at the top, using metrics
like the discounted cumulative gain or DCG) with balancing paper
bids (showing papers with fewer bids at the top). The paper [42]
also looks to address the problem of imbalanced bids across papers,
but via a different approach. Specifically, it proposes a market-style
bidding scheme where it is more “expensive” for reviewer to bid on
a paper which has already received many bids.
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Figure 4: Assignment in an �ctitious example conference us-
ing the popular sum-similarity optimization method (left)
and a more balanced approach (right).

3.1.4 Combining data sources.The data sources discussed above
are then merged into a single similarity score. One approach is to
use a speci�c formula for merging, such as

B?•A= 2bid-score?•A¹subject-score?•A¸ text-score?•Aº•4

used in the NeurIPS 2016 conference [39]. A second approach in-
volves program chairs trying out various combinations, eyeballing
the resulting assignments, and picking the combination that seems
to work best. Finally and importantly, if any reviewerAhas a con-
�ict with an author of any paper? (that is, if the reviewer is an
author of the paper or is a colleague or collaborator of any author
of the paper), then the similarityB?•Ais set as� 1 to ensure that this
reviewer is never assigned this paper.

3.2 Computing the assignment
The second stage assigns reviewers to papers in a manner that
maximizes some function of the similarity scores of the assigned
reviewer-paper pairs. The most popular approach is to maximize
the total sum of the similarity scores of all assigned reviewer-paper
pairs [28, 43�48]:

maximize
assignment

Õ

papers?

Õ

reviewersA
assigned to paper?

B?•A•

subject to load constraints that each paper is assigned a certain
number of reviewers and no reviewer is assigned more than a
certain number of papers.

This approach of maximizing the sum of similarity scores can
lead to unfairness to certain papers [49]. As a toy example illus-
trating this issue, consider a conference with three papers and six
reviewers, where each paper is assigned two reviewers and each re-
viewer is assigned one paper. Suppose the similarities are given by
the table on the left-hand side of Figure 4. Here {paper A, reviewer
1, reviewer 2} belong to one research discipline, {paper B, reviewer
3, reviewer 4} belong to a second research discipline, and paper C's
content is split across these two disciplines. Maximizing the sum
of similarity scores results in the assignment shaded light/orange
in the left-hand side of Figure 4. Observe that in this example, the
assignment for paper C is quite poor: all assigned reviewers have a
zero similarity with paper C. This is because this method assigns
better reviewers to papers A and B at the expense of paper C. Such
a phenomenon is indeed found to occur in practice. The paper [50]
analyzes data from the Computer Vision and Pattern Recognition
(CVPR) 2017 and 2018 conferences, which have several thousand

papers. The analysis reveals that there is at least one paper each to
which this method assigns all reviewers with a similarity score of
zero with the paper, whereas other assignments (discussed below)
can ensure that every paper has at least some reasonable reviewers.

The right-hand side of Figure 4 depicts the same similarity matrix.
The cells shaded light/blue depict an alternative assignment. This
assignment is more balanced: it assigns papers A and B reviewers
of lower similarity as compared to earlier, but paper C now has
reviewers with a total similarity of 1 rather than 0. This assignment
is an example of an alternative approach [49�52] that optimizes
for the paper which is worst-o� in terms of the similarities of its
assigned reviewers:

maximize
assignment

minimum
papers?

Õ

reviewersA
assigned to paper?

B?•A•

The approach then optimizes for the paper that is the next worst-
o� and so on. Evaluations [49, 50] of this approach on several
conferences reveal that it signi�cantly mitigates the problem of im-
balanced assignments, with only a moderate reduction in the sum-
similarity score value as compared to the approach of maximizing
sum-similarity scores. Furthermore, the assignment algorithm [49]
is found to also have desirable properties such as low �envy�, high
�Nash social welfare', and a high similarity on the bottom 10% and
the bottom 25% papers [53]. This approach is now adopted in con-
ferences such as the International Conference on Machine Learning
(ICML) 2020 [49].

Recent work also incorporates various other desiderata in the
reviewer-paper assignments such as geographic diversity [54] and
envy-freeness [53]. See the paper [55] for a survey of researhers
on the importance they place on various desiderata in the assign-
ments. An emerging concern when doing the assignment is that of
dishonest behavior, as we discuss next.

4 DISHONEST BEHAVIOR
The outcomes of peer review can have a considerable in�uence
on the career trajectories of authors. While we believe that most
participants in peer review are honest, the stakes can unfortunately
incentivize dishonest behavior. A number of dishonest behaviors
are well documented in various �elds of research, including selling
authorship [56], faking reviewer identities [57, 58], plagiarism [59],
data fabrication [60�63], fake paper mills [64], multiple submis-
sions [65], stealing con�dential information from grant proposals
submitted for review [66, 67], breach of con�dentiality [68] and
others [69�71]. In this article we focus on some issues that are more
closely tied to conference peer review.

4.1 Lone wolf
Conference peer review is competitive, that is, a roughly pre-determined
number (or fraction) of submitted papers are accepted. Moreover,
many authors are also reviewers. Thus a reviewer could increase
the chances of acceptance of their own papers by manipulating the
reviews (e.g., providing lower ratings) for other papers.

A controlled study by Balietti et al. [72] examined the behavior
of participants in competitive peer review. Participants were ran-
domly divided into two conditions: one where their own review
did not in�uence the outcome of their own work, and the other
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Figure 5: Partition-based method for strategyproofness.

where it did. Balietti et al. observed that the ratings given by the
latter group were drastically lower than those given by the former
group. They concluded that�competition incentivizes reviewers to
behave strategically, which reduces the fairness of evaluations and the
consensus among referees.�The study also found that the number of
such strategic reviews increased over time, indicating a retribution
cycle in peer review.

Similar concerns of strategic behavior have been raised in the
NSF review process [73]. See [74�76] for more anecdotes and [77]
for a dataset comprising such strategies. The paper [78] posits that
even a small number of sel�sh, strategic reviewers can drastically
reduce the quality of scienti�c standard.

This motivates the requirement of �strategyproofness�: no re-
viewer must be able to in�uence the outcome of their own submit-
ted paper by manipulating the reviews they provide. A simple yet
e�ective idea to ensure strategyproofness is called the partition-
based method introduced in [79] and studied subsequently in many
papers [80�87]. The key idea of the partition-based method is il-
lustrated in Figure 5. Consider the �authorship� graph in Figure 5a
whose vertices comprise the submitted papers and reviewers, and
an edge exists between a paper and reviewer if the reviewer is an
author of that paper. The partition-based method �rst partitions
the reviewers and papers into two (or more) groups such that all
authors of any paper are in the same group as the paper (Figure 5b).
Each paper is then assigned for review to reviewers in the other
group(s) (Figure 5c). Finally, the decisions for the papers in any
group are made independent of the other group(s) (Figure 5d). This
method is strategyproof since any reviewer's reviews in�uence
only papers in other groups, whereas the reviewer's own authored
papers belong to the same group as the reviewer.

The partition-based method is largely studied in the context of
peer-grading-like settings. In peer grading, one may assume each
paper (homework) is authored by one reviewer (student) and each
reviewer authors one paper, as is the case in Figure 5. Conference
peer review is more complex: papers have multiple authors and
authors submit multiple papers. Consequently, in conference peer
review it is not clear if there even exists a partition. Secondly, peer
grading is more homogeneous where any paper can be assigned
to any reviewer, whereas papers and reviewers in peer review are
much more specialized (Section 3). Hence, even if such a partition
exists, the partition-based constraint on the assignment could lead
to a considerable reduction in the assignment quality. Such ques-
tions about realizing the partition-based method in conference peer

review are still open, with promising initial results [85, 87] showing
that such partitions do exist in practice and the reduction in quality
of assignment may not be too drastic.

4.2 Coalitions
Several recent investigations have uncovered dishonest coalitions
in peer review [88�90]. Here a reviewer and an author come to
an understanding: the reviewer manipulates the system to try to
be assigned the author's paper, then accepts the paper if assigned,
and the author o�ers quid pro quo either in the same conference
or elsewhere. There may be coalitions between more than two
people, where a group of reviewers (who are also authors) illegiti-
mately push for each others' papers. Problems of this nature are
also reported in grant peer review [91, 92].2

The �rst line of defense against such behavior is con�icts of
interest: one may suspect that colluders may know each other well
enough to also have co-authored papers. Then treating previous co-
authorship as a con�ict of interest, and ensuring to not assign any
paper to a reviewer who has a con�ict with its authors, may seem to
address this problem. It turns out that even if colluders collaborate,
they may go to great lengths to enable dishonest behavior [88]:
�There is a chat group of a few dozen authors who in subsets work on
common topics and carefully ensure not to co-author any papers with
each other so as to keep out of each other's con�ict lists (to the extent
that even if there is collaboration they voluntarily give up authorship
on one paper to prevent con�icts on many future papers).�

A second line of defense addresses attacks where two or more
reviewers (who have also submitted their own papers) aim to review
each other's papers. This has motivated the design of assignment
algorithms [93, 94] with an additional constraint of disallowing any
loops in the assignment, that is, ensuring to not assign two people
each others' papers. Such a condition of forbidding loops of size two
was also used in the reviewer assignment for the Association for the
Advancement of Arti�cial Intelligence (AAAI) 2021 conference [54].
This defence prevents colluders engaging in a quid pro quo in
the same venue. However, this defense can be circumvented by
colluders who avoid forming a loop, for example, where a reviewer
helps an author in a certain conference and the author reciprocates
elsewhere. Moreover, it has been uncovered that, in some cases,
an author pressures a certain reviewer to get assigned and accept
a paper [91]. This line of defense does not guard against such
situations where there is no quid pro quo within the conference.

A third line of defense is based on the observation that the
bidding stage of peer review is perhaps the most easily manipulable:
reviewers can signi�cantly increase the chances of being assigned a
paper they may be targeting by bidding strategically [95, 96]. This
suggests curtailing or auditing bids, and this approach is followed in
the paper [96]. This work uses the bids from all reviewers as labels
to train a machine learning model which predicts bids based on the
other sources of data. This model can then be used as the similarities
for making the assignment. It thereby mitigates dishonest behavior

2A related reported problem involves settings where a reviewer for any paper can see
the identities of the other reviewers for that paper. Here a colluding reviewer reveals
the identities of other (honest) reviewers to the colluding author. Then outside the
review system, the author pressures one or more of the honest reviewers to accept the
proposal or paper.
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Figure 6: An attack on the assignment system via font em-
bedding in the PDF of the submitted paper [99, 100]. Suppose
the colluding reviewer has the word �minion� as most fre-
quently occurring in their previous papers, whereas the pa-
per submitted by the colluding author has �review� as most
commonly occurring. The author creates two new fonts that
map the plain text to rendered text as shown. The author
then chooses fonts for each letter in the submitted paper in
such a manner that the word �minion� in plain text renders
as �review� in the PDF. A human reader will now see �re-
view� but an automated parser will read �minion�. The sub-
mitted paper will then be assigned to the target reviewer by
the assignment system, whereas no human reader will see
�minion� in the submitted paper.

by de-emphasizing bids that are signi�cantly di�erent from the
remaining data.

A challenge with the aforementioned method [96], however,
is that there remains only little in�uence of the bids (of honest
reviewers) on the choice of papers assigned to them [97]. Conse-
quently, this may hinder the very purpose of bidding (of correcting
any issues in the other similarities computed) and may reduce the
incentive for honest reviewers to engage in the bidding process.

Dishonest collusions may also be executed without bidding ma-
nipulations. For example, the reviewer/paper subject areas and re-
viewer pro�les may be strategically selected to increase the chances
of getting assigned the target papers, or the use of rare keywords [98].

Security researchers have demonstrated the vulnerability of pa-
per assignment systems to attacks where an author could manipu-
late the PDF (portable document format) of their submitted paper so
that a certain reviewer gets assigned [99, 100]. These attacks insert
text in the PDF of the submitted paper in a manner that satis�es
three properties: (1) the inserted text matches keywords from a
target reviewers' paper; (2) this text is not visible to the human
reader; and (3) this text is read by the (automated) parser which
computes the text-similarity-score between the submitted paper
and the reviewer's past papers. These three properties guarantee a
high similarity for the colluding reviewer-paper pair, while ensur-
ing that no human reader detects it. These attacks are accomplished
by targeting the font embedding in the PDF, as illustrated in Fig-
ure 6. Empirical evaluations on the reviewer-assignment system
used at the International Conference on Computer Communica-
tions (INFOCOM) demonstrate the high e�cacy of these attacks by
being able to get papers matched to target reviewers. In practice,

there may be other attacks used by malicious participants beyond
what program chairs and security researchers have detected to date.

In some cases, the colluding reviewers may naturally be assigned
to the target papers without any manipulation of the assignment
process [88]:�They exchange papers before submissions and then
either bid or get assigned to review each other's papers by virtue of
having expertise on the topic of the papers.�

The next defence we discuss imposes geographical diversity
among reviewers of any paper, thereby mitigating collusions occur-
ring among geographically co-located individuals. The paper [95]
considers reviewers partitioned into groups, and designs algorithms
which ensures that no paper be assigned multiple reviewers from
the same group. The AAAI 2021 conference imposed a related (soft)
constraint that each paper should have reviewers from at least two
di�erent continents [54].

The �nal defense we discuss [95] makes no assumptions on the
nature of manipulation, and uses randomized assignments to miti-
gate the ability of participants to conduct such dishonest behavior.
Here the program chairs specify a value between0 and 1. The
randomized assignment algorithm chooses the best possible assign-
ment subject to the constraint that the probability of assigning any
reviewer to any paper be at most that value. (The algorithm also
allows to customize the value for each individual reviewer-paper
pair.) The upper bound on the probability of assignment leads to a
higher chance that an independent reviewer will be assigned to any
paper, irrespective of the manner or magnitude of manipulations
by dishonest reviewers.3 Naturally, such a randomized assignment
may also preclude honest reviewers with appropriate expertise from
getting assigned. Consequently, the program chairs can choose the
probability values at run-time by inspecting the tradeo� between
the amount of randomization and the quality of the assignment
(Figure 7). This defence was used in the AAAI 2022 conference.

There are various tradeo�s between the aforementioned ap-
proaches, discussed in [97]. Designing algorithms to detect or miti-
gate such dishonest behavior in peer review is an emerging area
of research, with a number of technical problems yet to be solved.
This direction of research is however hampered by the lack of pub-
licly available information or data about dishonest behavior. To this
end, a small-scale dataset from a controlled experiment is available
in [104].

The recent discoveries of dishonest behavior also pose important
questions of law, policy, and ethics for dealing with such behavior:
Should algorithms be allowed to �ag �potentially malicious� be-
havior? Should any human be able to see such �ags, or should the
assignment algorithm just disable suspicious bids? How should
program chairs deal with suspicious behavior, and what constitutes
appropriate penalties? A case that has led to widespread debate is
an ACM investigation [105] which banned certain guilty parties
from participating in ACM venues for several years without pub-
licly revealing the names of all guilty parties. Furthermore, some
conferences only impose the penalty of rejection of a paper if an

3This assignment procedure also mitigates potential �torpedo reviewing� [101] where
a reviewer intentionally tries to get assigned a paper to reject it, possibly because it is
a competing paper or if it is from an area the reviewer does not like. Also interestingly,
in the SIGCOMM 2006 conference, the assignments were done randomly among the
reviewers who were quali�ed in the paper topic area to �improve the con�dence
intervals� [102] of the evaluation of any paper.
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Figure 7: Trading o� the quality of the assignment (sum
similarity on y-axis) with the amount of randomness (value
speci�ed by program chairs on x-axis) to mitigate dishonest
coalitions [95]. The similarity scores for the �ICLR� plot are
reconstructed [85] via text-matching from the International
Conference on Learning Representations (ICLR conference)
2018 which had 911 submissions. The �Pre�ib� plots are
computed on bidding data from three small-sized confer-
ences (with 54, 52 and 176 submissions), obtained from the
Pre�ib database [103].

author is found to indulge in dishonest behavior including blatant
plagiarism. This raises concerns of lack of transparency [106], and
that guilty parties may still participate and possibly continue dis-
honest behavior in other conferences or grant reviews. Note that
such challenges of reporting improper conduct and having action
taken are not unique to computer science [107, 108].

4.3 Temporary plagiarism
Issues of plagiarism [69]�where an author copies another paper
without appropriate attribution�are well known and have existed
for many years. Here we discuss an incident in computer science
that involved an author taking plagiarism to a new level.

The author in contention wrote a paper. Then the author took
somebody else's unpublished paper from the preprint server arXiv
(arxiv.org), and submitted it as their own paper to a conference (with
possibly some changes to prevent discovery of the arXiv version
via online search). This submitted paper got accepted. Subsequently
when submitting the �nal version of the paper, the author switched
the submitted version with the author's own paper. And voila the
author's paper got accepted to the conference!

How did this author get caught? The title of the (illegitimate)
submission was quite di�erent from what would be apt for their own
paper. The author thus tried to change the title in the �nal version
of the paper, but the program chairs had instated a rule that any
changes in the title must individually be approved by the program
chairs. The author thus contacted the program chairs to change the
title, and then the program chairs noticed the inconsistency.

5 MISCALIBRATION
Reviewers are often asked to provide assessments of papers in
terms of ratings, and these ratings form an integral part of the
�nal decisions. However, it is well known [109�115] that the same

rating may have di�erent meanings for di�erent individuals:�A
raw rating of 7 out of 10 in the absence of any other information
is potentially useless�[109]. In the context of peer review, some
reviewers are lenient and generally provide high ratings whereas
some others are strict and rarely give high ratings; some reviewers
are more moderate and tend to give borderline ratings whereas
others provide ratings at the extremes; etc.

Miscalibration causes arbitrariness and unfairness in the peer-
review process [111]:�the existence of disparate categories of re-
viewers creates the potential for unfair treatment of authors. Those
whose papers are sent by chance to assassins/demoters are at an un-
fair disadvantage, while zealots/pushovers give authors an unfair
advantage.�

Miscalibration may also occur if there is a mismatch between
the conference's overall expectations and reviewers' individual
expectations. As a concrete example, the NeurIPS 2016 conference
asked reviewers to rate papers according to four criteria on a scale of
1 through 5 (where 5 is best), and speci�ed an expectation regarding
each value on the scale. However, as shown in Table 1, there was
a signi�cant di�erence between the expectations and the ratings
given by reviewers [39]. For instance, the program chairs asked
reviewers to give a rating of3or better if the reviewer considered the
paper to lie in the top30%of all submissions, but the actual number
of reviews with the rating3or better was nearly60%. Eventually the
conference accepted approximately 22% of the submitted papers.

A frequently-discussed problem that contrasts with the afore-
mentioned general leniency of reviewers is that of �hypercritical-
ity� [116, 117]. Hypercriticality refers to tendency of reviewers
to be extremely harsh. This problem is found particularly preva-
lent in computer science, for instance, with proposals submitted
to the computer science directorate of the U.S. National Science
Foundation (NSF) receiving reviews with ratings about 0.4 lower
(on a 1-to-5 scale) than the average NSF proposal. Another anec-
dote [118] pertains to the Special Interest Group on Management
of Data (SIGMOD) 2010 conference where, out of 350 submissions,
there was only one paper with all reviews �accept� or higher, and
only four papers with average review of �accept� or higher.

There are other types of miscalibration as well. For instance, an
analysis of several conferences [112] found that the distribution
across the rating options varies highly with the scale used. For
instance, in a conference that used optionsf 1•2•3• ”””•10g for the
ratings, the amount of usage of each option was relatively smooth
across the options. On the other hand, in a conference that used
optionsf 1•1”5•2•2”5• ”””•5g, the �”5� options were rarely used by the
reviewers.

There are two popular approaches towards addressing the prob-
lem of miscalibration of individual reviewers. The �rst approach [119�
125] is to make simplifying assumptions on the nature of the mis-
calibration, for instance, assuming that miscalibration is linear or
a�ne. Most works taking this approach assume that each paper
? has some �true� underlying rating\ ? , that each reviewerAhas
two �miscalibration parameters�0A ¡ 0 and1A, and that the rating
given by any reviewerAto any paper? is given by

0A\ ? ¸ 1A ¸ noise”
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1
(low or very low)

2
(sub-standard)

3
(poster level: top30%)

4
(oral level: top3%)

5
(award level: top0”1%)

Impact 6.5 % 36.1 % 45.7 % 10.5 % 1.1 %
Quality 6.7 % 38.0 % 44.7 % 9.5 % 1.1 %
Novelty 6.4 % 34.8 % 48.1 % 9.7 % 1.1 %
Clarity 7.1 % 28.0 % 48.6 % 14.6 % 1.8 %

Table 1: Distribution of review ratings in NeurIPS 2016 [39]. The column headings contain the guidelines provided to reviewers.

Figure 8: A caricature of a few types of miscalibration [127].
The diagonal line represents perfect calibration. An a�ne
(or linear) miscalibration would result in a straight line.

These algorithms then use the ratings to estimate the �true� paper
ratings\ , and possibly also reviewer parameters.4

The simplistic assumptions described above are frequently vio-
lated in the real world [114, 127]; see Figure 8 for an illustration.
Algorithms based on such assumptions were tried in some con-
ferences, but based on manual inspection by the program chairs,
were found to perform poorly. For instance:�We experimented with
reviewer normalization and generally found it signi�cantly harmful�
in ICML 2012 [128].

One exception to the simplistic-modeling approach is the pa-
per [129] which considers more general forms of miscalibration. In
more detail, it assumes that the rating given by reviewerAto any
paper? is given by5A¹\ ? ¸ noiseº, where5A is a function that cap-
tures the reviewer's miscalibration and is assumed to lie in certain
speci�ed classes. Their algorithm then �nds the values of\ ? and5A
which best �t the review data.

A second popular approach [109, 110, 113, 115, 130, 131] towards
handling miscalibrations is via rankings: either ask reviewers to
give a ranking of the papers they are reviewing (instead of providing
ratings), or alternatively, use the rankings obtained by converting
any reviewer's ratings into a ranking of their reviewed papers.
Using rankings instead of ratings�becomes very important when
we combine the rankings of many viewers who often use completely
di�erent ranges of scores to express identical preferences�[110].

Ratings can provide some information even in isolation. It was
shown recently [132] that even if the miscalibration is arbitrary
or adversarially chosen, unquantized ratings can yield better re-
sults than rankings alone. While the algorithms designed in the

4The paper [126] considers this model but assumes0A = 1, treats the noise term as the
reviewer's subjective opinion, and estimates\ ? ¸ noise as a calibrated review score.

paper [132] are largely of theoretical interest, we note that their
guarantees are based on randomized decisions.5

Rankings also have their bene�ts. In NeurIPS 2016, out of all
pairs of papers reviewed by the same reviewer, the reviewer gave
an identical rating to both papers for 40% of the pairs [39]. In
such situations, rankings can help break ties among these papers,
and this approach was followed in the ICML 2021 conference. A
second bene�t of rankings is to check for possible inconsistencies.
For instance, the NeurIPS 2016 conference elicited rankings from
reviewers on an experimental basis. They then compared these
rankings with the ratings given by the reviewers. They found that
96 (out of 2425) reviewers had rated some paper as strictly better
than another on all four criteria, but reversed the pair in the overall
ranking [39]. Given the tradeo�s between rankings and ratings,
the papers [137, 138] develop methods to exploit bene�ts of both
rankings and ratings by eliciting and then combining these two
forms of data.

Addressing miscalibration in peer review is a wide-open problem.
The small per-reviewer sample sizes due to availability of only a
handful of reviews per reviewer is a key obstacle: for example, if
a reviewer reviews just three papers and gives low ratings, it is
hard to infer from this data as to whether the reviewer is generally
strict. This impediment calls for designing protocols or privacy-
preserving algorithms [139] that allow conferences to share some
reviewer-speci�c calibration data with one another in order to
calibrate better.

6 SUBJECTIVITY
A number of issues pertaining to reviewers' personal subjective
preferences exist in peer review. We begin with a discussion on
commensuration bias towards which several approaches have been
proposed, including a computational mitigating technique. We then
discuss other issues pertaining to subjectivity which may bene-
�t from the design of computational mitigating methods and/or
human-centric approaches of better reviewer guidelines and train-
ing.

6.1 Commensuration bias
Program chairs of conferences often provide criteria to reviewers
for judging papers. However, di�erent reviewers have di�erent, sub-
jective opinions about the relative importance of various criteria in

5Interestingly, randomized decisions are used in practice by certain funding agencies to
allocate grants [133�135]. Such randomized decision-making has found support among
researchers [136] as long as it is combined with the peer review process and is not pure
randomness. Identi�ed bene�ts of such randomization include overcoming ambiguous
decisions for similarly-quali�ed proposals, decreasing reviewer e�ort, circumventing
old-boys' networks, and increasing chances for unconventional research [136].
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