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Abstract

How should agents shape a finite “reputational” history to their advantage knowing that others will be learning from that history? We focus on one leader interacting with multiple followers and show that in most non-zero-sum games, the traditional Stackelberg mixed commitment is very fragile to observational uncertainty. We propose robust commitment rules that anticipate being learned and show that these approximately preserve Stackelberg-level performance. Further, we show that any leader advantage over and above Stackelberg is only realized in a small-sample regime relative to the effective dimension of the game. Thus we can approximate the optimal payoff in the non-asymptotic regime where learnability matters. We corroborate our theory with illustrative examples and extensive simulations on random ensembles of security games.

1 Introduction

In many application domains like security (Paruchuri et al. [2008]), network routing (Roughgarden [2004]) and law enforcement (Muthukumar and Sahai [2017]), the history of play of an incumbent “leader” agent is public. “Follower” agent(s) observe this history and respond as strategic entities. The question then arises of how the leader should shape her history for maximal advantage. Asymptotically, the answer is given by the Stackelberg commitment, which provides often significant advantage over the simultaneous, one-shot equilibrium (Von Stengel and Zamir [2010]). However, in finitely-repeated interaction, followers may not be able to observe the exact nature of commitment, or even believe in it. Our main contribution is to understand the extent of reputational advantage when interaction is finite, and prescribe approximately optimal commitment rules for this regime.

During finitely-repeated interaction, the follower needs to learn and make inferences about the leader’s strategic behavior. The new twist is that the leader (who generates samples of play), and follower (who learns from these samples), possess selfish, possibly non-aligning, not necessarily adversarial incentives. Our broader intellectual motivation is understanding the incentives of a leader whose strategic behavior is being learned – does she want to reveal, or obfuscate, her strategic nature?

Related work Theoretical analysis of reputation effects has been limited to the asymptotics and convergence of an appropriate solution concept, usually the Bayes-Nash equilibrium of a repeated game endowed with a prior on leader incentives, to Stackelberg equilibrium (Kreps and Wilson [1982], Milgrom and Roberts [1982], Fudenberg and Levine [1989, 1992]). Our analysis is new in that it studies reputation building in a non-asymptotic manner – we prescribe how a leader should play to maximally build a partial reputation, and analyze how much advantage she continues to enjoy.

Uncertainty in observation of commitments has been recently studied in Stackelberg security games played between a defender (leader) and attacker (follower). Proposed models include anchoring support theory (Pita et al. [2010]) and a Bayesian prior on the mixed commitment (An et al. [2012], Shieh et al. [2012]). Heuristic, computationally complex algorithms have been developed to optimize leader payoff assuming these models. Analytically, it was shown that the Stackelberg commitment continued to approximate the optimal payoff for zero-sum games (Blum et al. [2014]); but that reasoning does not extend to non-zero-sum games. Qualitatively different sources of observational uncertainty have also been considered, such as the possibility of the mixed commitment being fully
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observed or not observed at all \cite{Korzhyk2011}. We provide analytical insights for a generic non-zero-sum two-player game, where incentives will not align but need not be adversarial.

Intuitively related to our contributions are other robust solutions concepts in economics like Trembling-hand-perfect-equilibria \cite{Selten1975} and Quantal-response-equilibrium \cite{McKelvey1995}. Also related are games with asymmetric private information possessed only by one agent, who can reveal (or obfuscate) this information through repeated play \cite{Aumann1995} or explicit signalling \cite{Crawford1982}. Recent work on Bayesian persuasion \cite{Kamenica2011} shows the advantage of manipulating dissemination of private information to elicit a favorable response. Finally, inverse reinforcement learning \cite{Ziebart2008, Waugh2011} is related to the goal of passive learning of strategic behavior. The recent paradigm of cooperative inverse reinforcement learning \cite{Hadfield-Menell2016} studies a setting where the incentives are not completely aligned, but agents are cooperative. In contrast, we focus on non-cooperative games, but show that learnability is still central.

**Problem formulation** We represent a two-player game in normal form by the pair of \(m \times n\) matrices \((A, B)\), where \(A = [a_1, a_2, \ldots, a_n]\) and \(B = [b_1, b_2, \ldots, b_n]\) denote the leader and follower payoff matrices respectively. We assume that the leader knows about the follower preferences (i.e. \(B\)) while the follower does not know about the leader preferences (i.e. \(A\)).

Let \(\Delta_m\) denote the \(m\)-dimensional probability simplex, and let a leader commitment be denoted by any mixed strategy \(x \in \Delta_m\). We denote the follower’s best response to the mixed strategy that it observes by \(j^*(x) \in [m]\). Note that \(j^*(x)\) is a pure strategy and an important traditional assumption is that in the event that the follower equally prefers more than one pure strategy, the follower breaks ties in favor of the leader \cite{Conitzer2006}. A leader will expect ideal payoff \(f_\infty(x) := \langle x, a_{j^*(x)} \rangle\) from mixed commitment \(x\). Therefore, the leader’s ideal Stackelberg payoff is defined by \(f^*_\infty := \max_{x \in \Delta_m} f_\infty(x)\). The argmax of this optimization problem is denoted as the Stackelberg commitment \(x^*_\infty\).

The premise of this paper is that the leader’s commitment is partially observed by the follower. Formally, a leader can only reveal her commitment \(x\) through \(N\) pure strategy plays \(I_1, I_2, \ldots, I_N\) i.i.d. \(\sim x\). The follower assumes that the leader commitment could be any mixture in \(\Delta_m\), and computes the MLE estimate of leader commitment, \(\hat{X}_N\). Then, a “rational” follower would play the pure strategy \(j^*(\hat{X}_N)\) and the leader would expect payoff \(f_N(x) := \mathbb{E} \left[ \langle x, a_{j^*(\hat{X}_N)} \rangle \right]\). We denote \(f_N := \max_{x \in \Delta_m} f_N(x)\) and \(x_N^*\) as the argmax.

Under limited observability, the leader thus expects a mixed response from the follower. This causes computational difficulties as the optimization becomes non-convex \cite{An2012}. We take an analytical approach instead to understand how close \(f_N^*\) is to \(f^*_\infty\), and how close \(x_N^*\) is to \(x^*_\infty\).

![Figure 1](https://eecs.berkeley.edu/~vidya.muthukumar/robustcommitments.pdf)

(a) \(2 \times 3\) zero-sum game.  
(b) \(2 \times 2\) non-zero-sum game.  
(c) Security game ensemble.

**2 Main results (shown through examples, simulations and theorems)**

The theorems are stated informally for brevity; full formal statements and proofs are contained in the full paper.\footnote{https://eecs.berkeley.edu/~vidya.muthukumar/robustcommitments.pdf}

We choose a \(2 \times 3\) zero-sum game, a \(2 \times 2\) non-zero-sum game and a random ensemble.
of $5 \times 5$ security games ([An et al., 2012]) to illustrate our results. Figure 1 shows these games in normal form and the ideal leader payoff functions illustrating how the follower will respond to leader mixed commitments. Recall that the follower’s best-response will be stochastic. Our key insight is the potential for leader loss or gain compared to the ideal Stackelberg payoff is fundamentally related to the probability that the follower will respond different than expected.

(Non-)robustness of Stackelberg commitments As was established in previous work, the Stackelberg commitment $x^*_\infty$ is robust to observational uncertainty for a zero-sum-game; in fact, there is benefit in limited-observation! However, Figure 2 shows the extent of this benefit decays sharply; in fact, exponentially, with $N$.

The story is different for non-zero-sum games, eg: the game in Figure 1(b). The leader always strictly prefers the follower to respond with his pure strategy 1. Because the Stackelberg commitment ($x^*_\infty = [1/2 \ 1/2]$) is on a boundary of the region of commitments for which the follower responds favorably, this response is highly stochastic even for tiny amounts of uncertainty. For this game, the expected payoff is 0 for any value of $N < \infty$, much less than the ideal Stackelberg payoff $f^*_\infty = 0.5$. Figure 3 indicates that this disadvantage also prominently shows up on average for the random security-game ensemble. Clearly, this phenomenon is the norm rather than the exception.

Simple, robust commitment constructions What made the Stackelberg commitment suboptimal in finite observability was precisely its optimality in infinite observability - the linear program characterization of Stackelberg equilibrium (Conitzer and Sandholm [2006]) pushes the commitment $x^*_\infty$ all the way to the boundary of a best-response-region, which is a convex polytope. If the leader wanted to improve commitment learnability, she could move her commitment to the interior of the polytope to elicit the expected follower response with high probability. She will want to do this while remaining sufficiently close to the ideally optimal Stackelberg commitment $x^*_\infty$, and a technical tradeoff results. Our robust commitments optimize this tradeoff and ensure that we can approach the ideal Stackelberg payoff at a specific rate with $N$, provided that $N$ is greater than the effective dimension of the game which we denote by $k(\leq m)$.

Theorem 1. For $N > \Omega(k)$, we provide explicit commitments $\{x_N\}_{N \geq 1}$ such that $f^*_\infty - f_N(x_N) \leq \tilde{O}(\sqrt{\frac{1}{N}})$

Further, after we have computed the Stackelberg commitment $x^*_\infty$ according to the algorithm in ([Conitzer and Sandholm [2006]), we can compute these constructions in constant time. Figure 3 displays the performance of the robust commitments as compared to ideal Stackelberg payoff. Their advantage over the non-robust Stackelberg commitment is clearly visible.

Approximation guarantees on maximum obtainable payoff The robust commitment constructions optimized follower learnability. However, the leader could also try and fool the follower into responding favorably, which is what creates the potential for a gain over and above Stackelberg (as in the zero-sum case). To show that our robust commitments are approximately optimal, we show that the potential for such gain decreases with $N$ regardless of the choice of commitments.

Theorem 2. For any game $(A, B)$, we have $f_N \leq f^*_\infty + \mathcal{O}(\frac{1}{\sqrt{N}})$ for $N > \mathcal{O}(k)$.

Theorems 1 and 2 together imply that our robust commitments $\{f_N(x_N)\}_{N \geq 1}$ provide an $\mathcal{O}(\frac{1}{\sqrt{N}})$-additive approximation to the optimum $f^*_\infty$. Figures 4 compares the performance of the two for the non-zero-sum game example in Figure 1(b) and they are observed to be even closer in practice.
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