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Abstract

In this paper, we summarize an approach for the
dissemination of robotics technologies. In a manner
analogous to the personal computer movement of the early
1980's, we propose that a productive niche for robotic
technologies is as a long-term creative outlet for human
expression and discovery. To this end, this paper describes
our ongoing efforts to design, prototype and test alow-cost,
highly competent personal rover for the domestic
environment.

I ntroduction

Raobotics occupies a special place in the arena of
interactive  technologies. It combines sophisticated
computation with rich sensory input in a physca
embodiment that can exhibit tangible and expressive
behavior in the physical world.

In this regard, a centra question that occupies our
research group pertains to the social niche of robotic
artifacts in the company of the robotically uninitiated
public-at-largec What is an appropriate first role for
intelligent human-robot interaction in the daily human
environment? The time is ripe to address this question.
Robotic technologies are now sufficiently mature to enable
interactive, competent robot artifacts to be created
[4,10,18,22].

The study of human-robot interaction, while fruitful in
recent years, shows great variation both in the duration of
interaction and the roles played by human and robot
participants. In cases where the human caregiver provides
short-term, nurturing interaction to a robot, research has
demonstrated the development of effective socia
relationships [5,12,21].  Anthropomorphic robot design
can help prime such interaction experiments by providing
immediately comprehensible social cues for the human
subjects [6,17].

In contrast our interest lies in long-term human-robot
relationships, where atransent suspension of disbelief will
prove less relevant than long-term social engagement and
growth. Existing research in this area is often functional,
producing an interactive robot that serves as an aide or
caregiver [13,16,19]. The CERO figure is of particular
interest due to its evaluation as a robot interface
representative in an office environment over a period of
several months.

Note that such long-term interaction experiments often
revist the robot morphology design question.
Anthropomorphism can be detrimental, setting up long-
term expectations of human-level intelligence or
perception that cannot be met. Robots such as eMuu and

Muu2 exemplify the same aesthetic principles of non-
anthropomorphic expressiveness sought by our research
group [3].

Most closely aligned to the present work are those
projects in which the robot’s role is to be a vessd for
exploration and creativity. Billard's Robota series of
educational robots provide rich learning experiences in
robot programming [4]. Coppin’s Nomad rover serves as a
telepresence vehicle for the public [8]. Although the
human-robot relationship is secondary, the robot
nonetheless provides displaced perception and exploration,
inspiring users with regard to both robotics and NASA
exploration programs. Educational robotics kits such as
LEGO Mindstorms [14] aso provide inspiration regarding
science and technology. Such kits provide, in the best
case, an iconic programming interface. Without depending
upon previous programming experience, this enables a
child to guide the behavior of their robotic creation over
the short teem. Teaching by example and durative
scheduling are aspects of robot expression that are not
addressed by these kits.

Our aim isto develop a comprehensive example of long-
term, social human-robot interaction. Our functional goal
is to develop a robot that can enter a direct user
relationship without the need for a facilitator (e.g. an
educator) or a specially prepared environment (e.g. a
classroom).

We propose that an appropriate strategy is to develop a
robot functioning within the human domestic environment
that serves as a creative and expressive tool rather than a
productive appliance. Thus the goal of the Personal Rover
Project is to design a capable robot suitable for children
and adults who are not specialists in mechanical or
electrical engineering. We hypothesize that the right robot
will help forge a community of creative robot enthusiasts
and will harness their inventive potential. Such a personal
rover is highly configurable by the end user: a physica
artifact with the same degree of programmability as the
early personal computer combined with far richer and more
pal pable sensory and effectory capahilities.

The challenge in the case of the personal rover is to
ensure that there will exist viable user experience
trajectories in which the robot becomes a member of the
household rather than a forgotten toy relegated to the
closet.

A User Experience Design study conducted with
Emergent Design, Inc., fed several key constraints into the
rover design process:. the robot must have visua perceptual
competence both so that navigation is Smple and so that it
can act as a videographer in the home; the rover must have
the locomotory means to travel not only throughout the



inside of a home but also to traverse steps to go outside so
that it may explore the back yard, for example; finaly, the
interaction software must enable the non-roboticist to
shape and schedule the activities of the rover over minutes,
hours, days and weeks In the following sections, we
present corresponding details of the comprehensive design
of the robot mechanics, teaching interface and scheduling
interface.

Rover M echanics and Control

Rover Hardware

The rover's size and shape are born from practica
congtraints regarding the home environment together with
the goal of emulating the aesthetics of the NASA
exploratory rovers. Users should be able to easly
manipulate the rover physically. Also, the rover must be
small enough to navigate cramped spaces and large enough
to traverse outdoor, grassy terrain and curbs.

The fabricated rover's physica dimensions are
18"x12"x24" (length, width, height). Four independently
powered tires are joined laterally via a differential. Each
front whed is independently steered by a servomotor,
enabling not only conventional Ackerman steering but also
the selection of any center of rotation along the interior
rear axle. Two omni-wheds behind the main chassis
provide protection against falling backward during step
climbing and also enable a differential -drive motion mode.
The most unusual mechanica feature of the persona rover
is the swinging boom, which is discussed below due to its
critical role for step climbing.

The CMUcam vision system [20] is mounted atop a pan-
tilt head unit at the top end of the swinging boom (Fig. 1).
This vision sensor is the single most important perceptual
input for the personal rover. Images are sufficient for basic
robot competencies such as obstacle avoidance and
navigation [1,2,11,23,24]. But even more importantly
images are an exciting data collection tool: the personal
rover can act as a video and photo documentary producer.
At the interaction design level, a robot that responds
visually, and does so using fast pan-tilt control,
communicates acompelling level of awareness [5].

Flgure 1: A CMUcamis mounted in the rover’ s head
where it can pan and tilt.

A Compag iPAQ on the rover provides 802.11
networking, communicates with the CMUcam, and sends
motion commands to the Cerebellum microcontroller [7].
The iPAQ serves both as a wireless to seria bridge for
networked communication and as a fast sensorimotor
controller that can servo the rover’s pan-tilt mechanism to
physically follow an object being tracked by CMUcam.
The Cerebellum controls the servo motors, reads infrared
(IR) range finders, and provides four PIC-based daughter
boards (one for each whedl) with speed commands. Based
on quadrature encoders attached to the motors, the
daughter boards use proportional integral derivative (PID)
control to adjust the duty cycle and report current levels to
the Cerebellum as feedback.

L ow-level Control

Command packets from the controlling computer to the
rover can specify any combination of the following
commands: speed, turn angle, boom position, camera pan
and tilt angles, and finaly all camera commands. Each
single-threaded communication episode congsts of one or
more directives regarding the above degrees of freedom.
The rover responds with a state vector packet containing
rover velocity, encoder counts, wheel duty cycles, IR range
readings, servo positions and boom position.

Encoders. The controlling computer calculates the rover’s
approximate position and angle by integrating the encoder
values. Because the turning radius can be inferred from
steering servo postions, only one wheel’s encoder value is
required for the calculations. With four encoders, the
problem is over constrained, but this redundancy enables
limited error handling and improves accuracy empirically.
Encoder values that are kinematically inconsigent are
discarded, then remaining values are averaged.

Position integration is performed classically, computing
the distance the robot has moved on a circle of fixed
radius. Given r, the podtive radius, and a, the angle in
radians the rover has moved around the circle, we can
calculate the new location of the rover with the following
formulas:

Xy = r*[cos(Bp + O - TV2) + cos(B+T72) + Xo)

y1 = r*[sin(@p + a - TU2) + Sin(B+172) + yo)

0, =64+ Q.

Motion Control. Two simple movement functions, GoTo
and TurnTo, use closed-loop control to trandate and rotate
the rover to new goal poses. While the rover is moving, a
globd x, y, and theta are continuoudy updated. We
implement vision-relative motion control functions using
the CMUcam tracking feedback loop executed on the
iPAQ. The function called “landmark latera” moves the
rover to a specified offset relative to a visualy tracked
landmark, using the pan angle of the camera to keep the
rover moving straight, and using the global coordinate
frame to track the rover’s overall position. We calculate
the position of the landmark in the globa coordinate frame
by using the pan and tilt angles of the camera, together
with the known height of the camera above the ground



Figure 2: The rover useslandmarks to navigate.

Climbing. One of the biggest engineering challenges in
deploying a personal rover is creating the locomotory
means for a robot to navigate a typical domegtic
environment. Houses have steps and a variety of floor
surfaces. Most homes have staircases, doorjambs between
interior rooms and steps between rooms and outside
porches. Although brute force solutions to step climbing
clearly exig (e.g. treaded and very large robots), it is a
daunting task to create a mechanism that is both safe for
the robot and safe for the environment.

Several recent robots have made significant advances in
efficient climbing. The EPFL Shrimp can climb a range of
terrain types, including regular steps, using six powered
wheels and an innovative passive jointed chassis [9]. The
RHex robot demonstrates highly terrainable legged
locomotion using sophisticated leg position control [15].

For the personal rover we pursued a wheeled design due
to efficiency on flat ground, the anticipated environment
for most rover travels. In order to surmount large obstacles
such as steps, the rover employs a heavy swinging boom
that contains the main processor, daughter boards, batteries
and CMUcam. By moving its center of gravity, the rover
can climb up steps many times the diameter of its wheels.
Currently the omni-whedls can be moved to alow the
rover to climb up steps 7 inchestall.

Figure 3 shows several stages in the step climbing
process. During this process, motor current data is used by
the control program to infer the terrain beneath the rover
(Fig. 4). With the boom moderately aft, the rover
approaches the step edge while monitoring wheel currents.
When both front wheels have contacted the step edge, the
back wheels are moving forward with full power and the

front wheels are actualy applying current in the negative
direction to keep them from moving too quickly, due to the
geometry of this fixed-speed approach.

Next, the rover moves the boom aft, causing the rover to
fall backwards onto the omni-wheels, and detects this
event. Finaly, with the front wheels over the top face of
the step, the rover moves the boom fore, positioning its
center of gravity just behind the front wheels. Because
there are necessarily no omni-whedls at the front of the
robat, it is in danger of falling forward during the step
climbing procedure, and thus the boom position must be
modulated to maintain maximum pressure on the front
wheels while keeping the center of gravity behind the front
whedls.

Interaction Design

The interaction design process started, as described earlier,
using a user-centered experience design process commonly
used for commercial toy and vehicle development. A
critical requirement borne from this analysis was that the
non-technological user must be able to shape and schedule
the activities of the rover over hours, days and weeks.
Two basic requirements of such an interface have been
addresed thus far: teaching and scheduling. First, a
successful interface should facilitete teaching the rover
new types of tasks to perform while maximally building
upon the rover’s prior competencies. Second, a scheduling
interface should enable the long-term behavior of the rover
to be planned, monitored and changed.

Per ception Based Teaching

A successful interface must address the question of how
one can teach the rover to navigate a home environment
reliably. Given price and complexity constraints, we are
strongly biased toward vision as a multi-use sensor. As an
incremental step toward passive, vison-based navigation,
we simplify the visual challenge by placing high-saturation
landmarks in static locations throughout the test area.
Our goals in developing a teaching interface for the
rover include:
* The user environment must be highly intuitive.
» The language must be expressive enough to navigate a
house.
e The navigation information must be stable to
perturbationsto the physical environment.
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Figure 4: Back-EMF trajectories during step climb

Definitions. The basic data sructures underlying the
teaching environment are Actions, LandmarkViews,
Landmarks, L ocations, and Paths.
Action: any basic task that the rover can perform. Actions
include things such as pure dead-reckoning, driving to
landmarks, turning in place, and checking for the presence
of landmarks. Examples of Actionsinclude:
- ClimbAction: climb up or down a step
- DriveToAction: dead-reckon driving
- DriveTowardMarkAction: drive toward a landmark,
stopping after a set distance
- LookLandmarkAction: check for the presence of a
landmark
- SendMessageAction: send the user amessage
- SopAtMarkAction: drive toward alandmark, stopping
at a location relative to the landmark (e.g. two feet to
the left, twelve inchesin front, etc.)
- TurnToAction: turn a set number of degrees
- TurnToMarkAction: turn until facing alandmark
LandmarkView: what a landmark looks like; its “view.”
This can be thought of as a landmark “type,” that is, it
contains information about a landmark but not positional
information. It keeps track of the color, name, and image
of the landmark.
Landmark: a landmark with positiona information. A
Landmark object contains a LandmarkView object as well
as pan and tilt values for where the rover expectsto see this

landmark.

Location: a location is identified by a set of Landmarks
and a unique name. A Location also stores the known
paths leading away from that location. The rover neither
independently determines where it is, nor compares stored
images with what the camera currently sees. Rather, the
user must initialy tell the rover where it is, at which point
it can verify whether it can see the landmarks associated
with that location. If it cannot see these landmarks, then it
can query the user for assistance.

Path: a series of Actions, used to get the rover from one
Location to another. A Path executes linearly; one action
is performed, and if it completes successfully, the next
executes. Paths actually have a tree structure, so that they
have the capability of having alternate Actions specified.
Thus, for example, a Path from point A to point B might be
“driveto the red landmark, but if for some reason you can’'t
see the red landmark, drive to the green one and then turn
ninety degrees.”

User Interface. While the rover can dead-reckon locally
with a high degree of accuracy, navigation robustness in
the long term depends on the reliable use of visual
landmarks. Designing the user’s teaching method to be a
wizard-based interface is a promising direction. The
wizard constrains user control of the rover to the atomic
actions available to the rover itself as an autonomous
agent. Without the ability to manipulate the rover's



degrees of freedom directly, the user must view the world
from the robot’s point of view, then identify the
appropriate visual cues and closed-loop controls to effect
the desred motion. This is critical to overall system
stability because each atomic rover behavior can be
designed to be robust to loca perturbations (i.e. rover
trandation and rotation).

For example, the teaching interface allows the user to
specify a landmark by outlining a box around the desired
landmark on the displayed camera frame (Fig. 5). If the
rover isableto track the landmark that the user selected, it
compares the new landmark to all the previously seen and
named LandmarkViews. If no match is found, the rover
asks the user whether she would like to save this new type
of landmark. Saved landmarks can then be used offline in
mission design, discussed below.

To begin teaching the rover, the user must first specify
the rover’s current location. To do this, the user selects
one or more landmarks, so that the rover can identify the
location in the future (Fig. 5).

To teach the rover paths between points in a home, the
user is presented with a wizard-based interface to define
each step of the path. Each of these steps maps directly to
Actions, and may be something like “drive until you are
directly infront of alandmark,” *climb up a step,” or “turn
ninety degrees.” Figure 6 depictsthe sart of path teaching.
The user is presented with an image of what the rover can
see, the wizard for instructing the rover, a box where the

history of the actions performed will be displayed, and
other information relevant to this path. By progressing
through a series of panels, such as those shown in the
screen shots in Figures 7 through 10, the user can instruct
the rover exactly as necessary. The full wizard, along with
the Actions that can be produced, is shown in Figure 11.

3‘3‘; Save Location
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Currently saved image:

m 3

Use Current

Landrmark count
1

Enter a name for this location éfor example, "kitchen™):
Iah |

Figure 5: This screen shot, taken during a trial run, shows
the user selecting a landmark while saving a location.



2 Define a new path =)

Build a path by designing a sequence of motions for the Rover to perform.

rMotion Design
To hegin, select a type of motion:

@ driving
) turning in place
1 climb a stair
< Back || Mext > H Daitt ” Cancel
Start: lah
[Optional] Enter a narne for this path =

| Done: set location | | Cancel |

Figure 6: This screen shot, taken during a trial run, shows the start of path teaching.
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Figure 7: Driving options Figure 8: Selection of a landmark
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Figure 11: Flow of ActionPanelsin action design wizard. Actions are shown in dark gray, panels which request user input
are shown in light gray, and panels which merely provide information are shown in white.

Mission Design, Scheduling, and Execution

The rover’s daily activities are controlled through the
design and execution of autonomous missions. Each
mission is a task or experiment that the user has
constructed from a set of individual rover movements and
actions. Personal rover missons may mimic the
exploratory and scientific missions performed by NASA’s
Mars Rover or may accomplish new goals created by the
user. For example, the rover could make a map of the
house or chart the growth of a plant. Missions are fairly
autonomous, with varying degrees of user interaction in the
case of erors or insurmountable obstacles. Mission
scheduling allows the rover to carry out missions without
requiring the user’s presence.

Our goals in developing a user interface for mission
design, scheduling, and execution include:

* The mission design interface should alow the user to
design and program creative missions by combining
individual actions. The interface should be intuitive
enough so that the user can begin usng it
immediately, but flexible enough so as not to limit the
user’s creativity as they grow familiar with the rover.

* Mission scheduling should make the user think beyond
the rover’s immediate actions to the rover’s long-term
future over days and even months.

* Mission execution should offer adjustable degrees of
human-machine interaction and control for mission
reporting and error handling.

» The software should support communication of the
rover’s status through different means such as email,
PDA, or cdl phone.

Mission Development. To build a mission, the user first
clicks on the Mission Development tab of the user
interface. Here there is a set of blocks grouped by function,



with each block representing a different action that the
rover can perform. Some of the blocks are static, such as
the block used to take a picture. Others can be defined and
changed by the user through the teaching interface. For
example, the block used to follow a path alows the user to
choose any path that they have previoudy taught the rover.

The user can sdlect a block by clicking on it with the
mouse. While a block is sdlected, clicking in the Mission

Plan section will place the block and cause a gray shadow
to appear after it. This shadow indicates where the next
block in the mission should be placed. To build a mission,
the user stringstogether alogical set of blocks (Fig. 12).

As each block is placed, a popup window is displayed.
Here the user can enter the necessary details for the action,
for example, the starting and ending location of a path (Fig.
13).

" Rover Path Teaching
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KT [ »]
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Figure 12: Screen shot of a user building a mission by placing individual action blocks together.
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Figure 13: Screen shots of the popup window that prompts the user to select a starting location and then an appropriate
ending location to create a path. Ending locations that would create an invalid or unknown path are disabled.

We have currently implemented two different types of
blocks. The first simply represents a single action that can
be followed directly by another action, for example
sending a message (Fig. 14). The second represents a
conditional action, in which different actions can be taken
based on the outcome. For example, when looking for a
landmark, one action can be taken if a landmark is found
and a different action can be taken if the landmark is not
found (Fig. 14). These blocks can have any number of
conditions. Aswell asthe true and false conditions shown
in the landmark example, blocks can condition on equality
and inequdity. For example, one could implement a block
for checking if the IR range finder value is less than x,
equal to x, or greater than x.

P Landmark
* found.

Send a Lookfor | | ahdmark

message. landmark. | not found.

Figure 14: Sending a message is an unconditional
action. Looking for alandmark is a conditional action
with two different possible outcomes.

Itis possibleto build a mission that cannot be run by the
rover. For example, the simple mission “follow a path from
A to B then follow a path from C to D" does not make
sense. A red X icon indicates the blocks where there are
errors (Fig. 15). The user can delete the bad blocks, or right
click on a block to display the popup window and edit the
details for that block. Other than mismatched locations,
currently supported errors are invalid paths and invalid
landmark selections.

One planned future improvement in the area of mission
development is to implement two new block types. One
type of block will allow sections of the mission to be
repeated. The user will be able to choose a number of
times to repeat the section, or to repeat until a certain
condition is met. The other block type will allow the user
to define her own subroutine blocks. These user-defined
blocks can then be used as functions, alowing a set of
actions to be added to the mission as a group. The user-
defined blocks will also allow the same set of actions to be
easily added to multiple missions.

—~Mission Plan

X
Follow path
INVALID PATH

Send a

message.

warning x|

ﬁt Mission can not be scheduled.
o Please check for errors in the mission.

Figure 15: A red X icon indicates any blocks with
errors. The mission may not be run or scheduled until the
errorsare corrected or removed.
Mission Scheduling and Execution. After designing a
mission, the user has the option to run the mission
immediately or schedule the mission to run at a later time.
Scheduling the mission allows the user to select a starting



time and date as well as how often and how many timesthe
mission should be repeated. The user aso gives the
mission a unique name. Figure 16 shows the scheduling
wizard.

Before accepting a mission schedule, we check for
conflicts with al of the previoudy scheduled missions. If
any conflicts are found, we prompt the user to reschedule
the mission, cancel the mission, reschedul e the conflicts, or
cancel the conflicts as shown in Figure 17. In the future,
we plan to allow both the precise scheduling currently
implemented and a less rigid scheduling method. For
example, the user could schedule a mission to run around a
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Mission Length: less than 1 second

Repeat:
Start Time: rapid repeat i
) now hourty ) Repeat every |1 | seconds.
® at o} 45w = | e
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Start Date: ot
S do not repeat
® |nugust = " 16 v” 2002 v| i@ Run mission | 15| times.

! Repeat infinitely.

| Next > | ‘ Cancel |

x|

certain time or whenever the rover has free time. For these
more flexible missions, the rover will handle conflict
avoidance without requiring additional user input.

All of the scheduled missions can be viewed by clicking
on the Mission Scheduling tab of the user interface. The
user can select any of the scheduled missions to view the
details of the schedule. The user can aso cancel a mission
or edit the schedule. In the future we plan to implement a
graphical view of the rover’s schedule. The Mission
Scheduling panel will include a calendar showing all of the
scheduled missions.

Mission Hame: |hiy First Mission

Mission Length: less than 1 second

‘ < Back H Ok || Cancel |

Figure 16: When scheduling a mission the user selects the start time and date as well as how often and how many times to

repeat the mission.
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Figure 17: When there isa scheduling conflict, a dialog prompts the user to resolve the conflict.



Conclusions

The personal rover combines mechanical expressiveness
with a simple-to-use interface designed explicitly for a
long-term human-robot relationship.  Currently, three
prototype rovers have been fabricated to prepare for
preliminary user testing. Both from a mechanical and user
interface point of view, the rover is not yet sufficiently
advanced to accompany a subject home for the month.
Thus, initial user testing of the interface will take place at
Carnegie Médllon University’s campus over the duration of
a day. Planned rover improvements include making
landmark recognition less dependent on lighting
conditions, increasing feedback and interaction during path
following and mission execution, giving the rover the
ability to ask for and receive help, increasing battery life,
and making step climbing faster.

Acknowledgments. We would like to thank NASA-Ames
Autonomy for their financial support, Peter Zhang and
Kwanjee Ng for the design and maintenance of the rover
electronics, and Tom Hsiu for the desgn of the rover
hardware.

References

[1] Y. Abe, M. Shikano, T. Fukuda, F. Arai, and Y.
Tanaka, Vison Based Navigation System for
Autonomous Mobile Robot with Global Matching, in:
Proceedings of the International Conference on
Robotics and Automation, Detroit, MI, 1999, pp.
1299-1304.

[2] JR. Asensio, JM.M. Montidl, and L. Montano, Goal
Directed Reactive Robot Navigation with Relocation
Using Lasr and Vision, in: Proceedings of the
International  Conference on  Robotics and
Automation, Detroit, MI, 1999, pp. 2905-2910.

[3] C. Bartneck and M. Okada, Robotic user interfaces, in:
Proceedings of the Human Computer conference,
2001.

[4] A.Billard, Robota: Clever Toy and Educationa Tool,
in: Proceedings of the IEEE/RSJ International
Conference on Intelligent Robots and Systems,
Luasanne, Switzerland, 2002. Also: Robotics and
Autonomous Systems 42 (2003) 259-269.

[5] C. Breazedl and B. Scassdllati, A context-dependent
attention system for a social robot, in: Proceedings of
the Sxteenth International Joint Conference on
Artificial Intelligence (1IJCAI99). Stockholm, Sweden,
1999, pp. 1146—1151.

[6] A.Bruce, I. Nourbakhsh, and R. Smmons, The Role
of Expressiveness and Attention in Human-Robot
Interaction, in: Proceedings of ICRA, 2002.

[7] The Cerebellum Microcontroller:
http://www.roboti csclub.org/cereb

[8] P. Coppin, A. Morrissey, M. Wagner, M. Vincent, and
G. Thomas, Big Signal: Information Interaction for
Public Telerobotic Exploration, in: Proceedings,
Workshop on Current Challengesin Internet Robotics,
ICRA, 1999.

[9] T. Edtier, Y. Crausaz, B. Merminod, M. Lauria, R.
Piguet, and R. Siegwart, An innovative Space Rover
with Extended Climbing Abilities, in: Proceedings of
Space and Robotics 2000, Albuquerque, USA,
February 27-March 2, 2000.

[10] M. Fujitaand H. Kitano, Devel opment of an
autonomous quadruped robot for robot entertainment,
Autonomous Robots Journal, 5 (1998).

[11]1. Horswill, Visua Collison Avoidance by
Segmentation, in: Proceedings of the IEEE/RSJ
International Conference on Intelligent Robots and
Systems, 1994, pp. 902-909.

[12] H. Kozimaand H. Yano, A Robot that Learnsto
Communicate with Human Caregivers, The First
International Workshop on Epigenetic Robotics, Lund,
Sweden, 2001.

[13] H. Huttenrauch and K. Severinson-Eklund, Fetch-and-
carry with CERO: observations from along-term user
study, in: Proceedings of the |EEE International
Workshop on Robot and Human Communication,
2002.

[14] B. Mikhak, R. Berg, F. Martin, M. Resnick, and B.
Silverman, To Mindstorms and Beyond: Evolution of
a Construction Kit for Magical Machines, in: A.
Druin, ed., Robots for Kids: Exploring New
Technologies for Learning Experiences, Morgan
Kaufman / Academic Press, San Francisco, 2000.

[15] E.Z. Moore and M. Buehler, Stable Stair Climbing in a
Simple Hexapod, in: Proceedings of the 4th
International Conference on Climbing and Walking
Robots, Karlsruhe, Germany, September 24 - 26,
2001.

[16] National/Panasonic Press release, Matsushita Electric
(Panasonic) develops robotic pet to aid senior citizens
with communication, Matsuthita Corporation, March
24, 1999.

[17] NEC Pressrelease, NEC devel ops friendly walkin’
talkin’ personal robot with human-like characteristics
and expressions, NEC Corporation, March 21, 2001.



[18] 1. Nourbakhsh, J. Bobenage, S. Grange, R. Lutz, R.
Meyer, and A. Soto, An Affective Mobile Robot
Educator with a Full-Time Job, Artificial Intelligence
Journal 114(1-2):95-124, (1999).

[19] J. Pineau, M. Montemerlo, M. Pollack, N. Roy and S.
Thrun, Towards robotic ass stants in nursng homes:
challenges and results, in: Proceedings, Workshop on
Social Robots (IROS 2002), 2002.

[20]A. Rowe, C. Rosenberg, and [|. Nourbakhsh,
CMUcam: A Low-Overhead Vision System, in:
Proceedings, IROS 2002, Switzerland, 2002.

[21] J. Schulte, C. Rosenberg, and S. Thrun, Spontaneous,
short-term interaction with mobile robots, in:
Proceedings of ICRA, 1999.

[22] S. Thrun, M. Beetz, M. Bennewitz, W. Burgard, A.B.
Cremeas, F. Ddlaet, D. Fox, D. Haehnd, C.
Rosenberg, N. Roy, J. Schulte, and D. Schulz,
Probahilistic Algorithms and the Interactive Museum
Tour-Guide Robot Minerva, International Journal of
Robotics Research 19(11):972-999, (2000).

[23]1. Ulrich and 1. Nourbakhsh. Appearance-Based
Obstacle Detection with Monocular Color Vision, in:
Proceedings, AAAI 2000. Menlo Park, CA, 2000.

[24]1. Ulrich and 1. Nourbakhsh. Appearance-Based Place
Recognition for Topological Localization, in:
Proceedings of the IEEE International Conference on
Robotics and Automation, 2000.



