Neural Generative Models with Stochastic Synapses Capture Richer Representations
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Abstract
Stochasticity in synaptic vesicle release is one of the major sources of noise in the brain. While the concept of cellular neural noise gave rise to computational models of biological learning such as deep belief networks and algorithms such as spike-sampling, the functional implications of synaptic stochasticity on learning remain unascertained and are often limited to filtering, decorrelation, or regularization. This work approaches synaptic stochasticity from the perspective of learning representations in the context of Boltzmann machines.

Motivation
Stochasticity of the synaptic release has an extensive experimental grounding [1]. However, the purpose and function of such behavior is poorly understood, especially on the level of neural circuits.

Synapses can individually adjust their neurotransmitter release probabilities dynamically through local field regulation [2]. What is the information learned and stored in the stochastic probability distributions?

Possible functional implications of the unreliable synapses:
- Stochastic filtering of the synaptic spike-trains.
- Stochastic facilitation mechanism (similar to stochastic resonance).
- Generation of the Poisson-like spiking variability in cortical microcircuits.

Open Questions
- What are the implications of the synaptic stochasticity on learning?
- How does the adjustable probabilistic synaptic release affect the representations learned by a neural network? Can we quantify this effect?
- Which computational models are the most suitable for studying learning with stochastic plastic synapses?
- How to connect synaptic stochasticity with the cognitive function of the brain?

Figure 1 and Table 1: Measured release probabilities for pyramidal cells [1].

Figure 2: The concept of stochastic representations and RBM and RBSE models.

Restricted Boltzmann Stochastic Ensemble (RBSE)
The RBSE model is defined as follows:

\[ P(v,h,W|\alpha) = P(v|h,W)P(W|\alpha) = \frac{e^{-\frac{1}{2}W^T v^T h + W^T h}}{Z(W)}P(W|\alpha), \]

where \( v, h \) are the visible and hidden neurons, respectively, \( E(v,h,W) \) is the Boltzmann energy that depends on synaptic strengths \( W \), and \( P(W|\alpha) \) is the synaptic reliability distribution.

The gradient of the log-likelihood for RBSE has the following form:

\[ \frac{\partial \log P(v,h|\alpha)}{\partial \alpha} = E(\frac{\partial \phi(h|\alpha)}{\partial \alpha}) - E(\frac{\partial \phi(v|\alpha)}{\partial \alpha}), \]

which resembles the standard contrastive divergence [3]. The expectations over the model space are estimated through Monte Carlo sampling:

\[ E[ \cdot | P(v,h) ] \approx \int d\theta P(\theta | v,h) [ \cdot ], \quad E[ \cdot | P(W) ] \approx \int dW P(W) [ \cdot ], \]

where \( v, h \sim P(v|h) \) and \( h \sim P(h|v) \). For more details on the training see [4].

Figure 3: Synaptic connections learned by the RBSE from hand-written digits. Synapses are grouped for every hidden neuron into \( 28 \times 28 \) images.

Results
- Probability of the synaptic vesicle release has evolved over the course of network training. We also observed correlation between reliability and strength of the synapses: the strongest synapses became the most reliable.
- A simple logistic classifier trained on the stochastic representations (features) produced by RBSE demonstrated better generalization on the hand-written digits dataset in the one-shot learning scenario.

Conclusions
- Noisy synapses lead to the notion of stochastic ensemble of generative models that can be trained with stochastic optimization techniques.
- The ensemble results from the stochastic stochasticity and is fitted to the data. Hence stochastic probabilities store the information on the data variability.
- The strongest synapses become very reliable while the rest remain unreliable.
- The knowledge stored in the stochastic synapses and learned in an unsupervised manner can leverage the subsequent classification performance in one-shot scenario which suggests that RBSEs capture richer representations.
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