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● Designed to treat the relationships between data as 
equally important as the data  
○ Relationships are very important in social graphs

● Property graph model
○ Nodes
○ Relationships
○ Properties

● Cypher query language
○ Declarative, SQL-inspired language for describing 

patterns in graphs visually 
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● This project is on GCP, so apply the following tag

○ The tag is “3-2” instead of “3.2” (for GCP only)
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TEAM PROJECT
Twitter Data Analytics



Query 1 Recap



● 38 teams attempted a Query 1 submission. 
● 20 teams got a 10-minute submission
● 5 teams reached 32,000 RPS
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Twitter Analytics System Architecture

● Building a performant web service
● Dealing with large scale real world tweet data
● HBase and MySQL optimization

GCP Dataproc, Azure 
HDInsight, or Amazon EMR

Web-tier Storage-tier

~ 1TB
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Query 2 - User Recommendation System
Use Case: When you follow someone on twitter, recommend close friends.
Query: GET 
/q2?user_id=<ID>&type=<TYPE>&phrase=<PHRASE>&hashtag=<HAS
HTAG>
Response:

<TEAMNAME>,<AWSID>\n
uid\tname\tdescription\ttweet\n
uid\tname\tdescription\ttweet
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Three Scores:
• Interaction Score - closeness 
• Hashtag Score - common interests
• Keywords Score - match specific interests

Final Score: Interaction Score * Hashtag Score  * Keywords Score

Q2 target throughput: 10,000 RPS for both MySQL and HBase



Reminders on penalties
● M family instances only, smaller than or equal to large type

● Other types are allowed (e.g., t2.micro) but only for testing

○ Using these for any submissions = 100% penalty

● Only General Purpose (gp2) SSDs are allowed for storage

○ so m5d is not allowed since it uses NVMe storage

● AWS endpoints only (EC2/ELB).

● $0.85/hour applies to every submission
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Phase 1 Budget

● Your web service should not cost more than $0.85 per hour 
this includes (see write-up for details):
○ EC2 cost (Even if you use spot instances, we will calculate 

your cost using the on-demand instance price)
○ EBS cost
○ ELB cost
○ We will not consider the cost of data transfer and EMR

● AWS total budget of $55 for Phase 1
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Q2 Tips

● Start early! Start early! Start early!

● Consider doing ETL on GCP/Azure MySQL first

● Be careful about encoding 😒 (use utf8mb4 in MySQL)

● Use stable version of MySQL and HBase  (use HBase 1.4.8)

● ETL can be expensive, so read the write-up carefully

● Pre-compute as much as possible
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Spark, Scala and Zeppelin Primers

● Primers for Apache Spark/Scala/Zeppelin are now available

● You'll learn more about Spark in 3rd OPE, Project 4.1, and OLI 

Module 20 (which is a month away)

● Spark stores data in memory, allowing it to run an order of 

magnitude faster than Hadoop

● An alternative to Hadoop, but you have total freedom in ETL 

frameworks
30

https://theproject.zone/s20-15619/spark
https://theproject.zone/s20-15619/scala
https://theproject.zone/s20-15619/zeppelin


Phase 1 weeks Tasks Deadline
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