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Abstract

Robots have the tremendous potential of assisting people in their lives, allowing them to
achieve goals that they would not be able to achieve by themselves. In particular, socially
assistive robots provide assistance primarily through social interaction, in healthcare,
therapy, and education contexts. Despite their potential, current socially assistive robots
still lack robust interactive capabilities to allow them to carry out assistive tasks flexibly
and autonomously. Some challenges for these robots include responding to and engaging
in multi-modal behavior, operating with minimal expert intervention, and accommodating
different user needs.

Motivated by these challenges, this thesis aims at augmenting the algorithmic capa-
bilities of such robots by leveraging the structure of existing standardized human-human
interactions in assistive domains. Using therapy for Autism Spectrum Disorder (ASD)
as a domain of focus, we explore two roles for a socially assistive robot: ‘provider’ and
‘receiver’.

In the provider role, the robot proactively engages in assistive tasks with a human re-
ceiver (namely a child with ASD), following standardized interactive tasks. We contribute
a family of algorithms for automated action selection, whose goal is to build cost-optimal
robot action sequences that account for a range of receiver profiles. We further estimate
the action parameters needed to run these algorithms through empirical studies with
children with ASD and psychology experts, and show that the algorithms are able to
generate personalized action sequences according to different child profiles.

In the receiver role, the robot simulates common behavioral responses of children with
ASD to the standardized actions, acting as an aid for providers in training. By reversing
the standardized diagnosis pipeline, we first develop a simulation method that generates
behaviors consistent with user-controllable receiver profiles. In a second step, we develop
an interactive robot capable of responding to a therapist’s actions in an embodied fashion.



vi

Our evaluation studies conducted with therapists validate the designed robot behaviors
and show promising results for the integration of such robots in clinical training.

These contributions allow for a richer set of interactions with robots in assistive
contexts, and are expected to increase their autonomy, flexibility, and effectiveness when
dealing with diverse user populations.

Keywords: Socially Assistive Robotics, Human-Robot Interaction, Autism Spectrum
Disorder, Standardized Interactive Tools, Assistive Algorithms.
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Chapter 1

Introduction

Robots have the tremendous potential of assisting people in their lives, allowing them

to achieve goals that they would not be able to achieve by themselves. In particular,

socially assistive robotsare robots that assist people primarily through social interaction

to achieve progress over time [58]. Such robots have been developed in the context of

therapy and rehabilitation [133, 140, 30], elderly care [60, 8, 41], assistance to people

with sensory impairments [27, 111, 35], and education [23, 74, 96], among others.

Despite their potential, current socially assistive robots still lack robust interactive

capabilities to allow them to carry out assistive tasks �exibly and autonomously. The

challenges associated with such a goal are numerous. They include the ability to respond

to and engage inmulti-modal behaviorsthat integrate verbal and non-verbal social cues

(speech, gaze, gestures, lights, etc.), the ability tooperate autonomouslyor with minimal

human guidance, and the ability topersonalizetheir interactions for users with di�erent

needs or preferences.

This thesis aims at augmenting the algorithmic capabilities of socially assistive robots

by leveraging the structure of existingstandardized tools for human-human interaction.

Such tools include diagnostic tests, assessment scales, protocols for intervention, all of

which are widely used in healthcare and education �elds. These tools allow a`provider'

(e.g., therapist, teacher) to e�ciently interact with a `receiver' (e.g., patient, student)

according to standardized tasks. Our research explores both of these roles for the robot.

In the provider role, the robot provides assistance to a human receiver, informed by the

procedures of the interactive tool. In the receiver role, the robot is used to simulate a
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standardized interaction with receivers of varying pro�les, thereby assisting the providers

in their training.

To pursue our research goals, we commit to go in depth into one application do-

main, namely therapy for children with Autism Spectrum Disorder (ASD)1. In this

context, the provider is a therapist and the receiver is a child withASD. The main

standardized tool utilized throughout the thesis is the Autism Diagnostic Observation

Schedule (ADOS) [101], which is considered the gold standard forASD diagnosis. It

speci�esstandardized tasksthat dictate how therapists should interact with children when

administering the tool, as well as acoding schemethat maps observed behaviors to values

on features spanning several behavioral dimensions (speci�cs of theADOS can be found

in Chapter 4). The robot used throughout the thesis is the NAO robot2, a humanoid

robot with arms, legs, and a head, expressive lights, and sensors including a camera,

microphone arrays, and touch sensors. The NAO robot has been used in a large number

of studies with children with ASD and has had general positive response in terms of its

embodiment and motion behavior [4, 146, 70, 55, 153].

Despite our focus on a single application domain and robotic platform, most of the

contributions of this thesis lie at a level of abstraction that allows them to be easily

applied to other assistive domains and robots. Therefore every chapter will include some

form of discussion about potential generalization beyond our domain of focus.

Why robots and autism?

ASD is a set of developmental disorders that a�ects social abilities, verbal and non-verbal

communication, and potentially motor and cognitive skills [5]. According to a 2016 report

by the Centers for Disease Control and Prevention [9], one in 54 children in the US has

some form ofASD. In past years, the introduction of robots in therapy for children with

ASD has gained a lot of interest [132, 31, 46, 149, 51]. Socially assistive robots o�er

a number of characteristics that make them attractive tools for use in autism therapy,

including:

1There is a debate on whether to use disability-�rst (`autistic person') versus person-�rst language
(`person with autism'), as di�erent people have di�erent preferences [85]. In this thesis, we stick to
person-�rst, because it reminds the reader that a person with a disability is more than the `set of features'
that our work uses to model them.

2https://www.softbankrobotics.com/emea/en/nao
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ˆ Predictability � They are more predictable than humans, with programmed be-

haviors that are generally mechanistic, repeatable, and triggered by particular

environmental conditions. While the unpredictability associated with a human

interaction can cause immense distress in individuals withASD, with a robot

children can explore interactions with less social anxiety.

ˆ Social simplicity � They are able to engage in multimodal social interactions,

focusing on social communication aspects that are major impairments ofASD.

They do so in a way that is simpli�ed and reproducible, making it easier for children

to process the information, and potentially enabling them to generalize what they

learn with the robot to more complex interactions involving humans.

ˆ Control � They allow for higher control of therapy methods, as well as objective

data gathering for monitoring children's progress and complementing therapists'

subjective evaluation.

Furthermore, in relation to our research goals, the autism domain is a particularly

interesting and challenging one to explore in socially assistive robotics for the following

reasons:

ˆ High-variance population � Individuals with ASD are characterized by their di-

versity of pro�les (hence the term `spectrum'), which motivates the need for ro-

bust personalization mechanisms within the context of robot-assisted therapy. As

renowned autism researcher Dr. Stephen Shore puts it: �If you've met one person

with autism, you've met one person with autism.�

ˆ Importance of social interaction � Social and communication abilities are the core

areas of de�cits in ASD, and the focus of mostASD therapies. The importance

of this socially interactive component prompts us to consider types of interaction

with robots that incorporate multiple modalities including verbal and non-verbal

communication such as gaze, gestures, touch, visual cues, and sound.

ˆ Interactive diagnosis � Unlike a number of other disorders, autism is diagnosed

based on interaction and behavioral observation. There is no blood test or imaging

procedure that can accurately detect the presence or severity of the disorder. The

interactive diagnostic tools used for autism are therefore a rich source of structure

and data to inform intelligent social behavior of robots operating in this domain.
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Motivated by these aspects, we now state the overarching research question for this

thesis.

1.1 Thesis question

This thesis seeks to answer the following question:

How can standardized interactive tools be used to expand the so-

cial ly assistive capabilities of robots?

We approach this question from two perspectives:robot-as-provider and robot-as-

receiver. In the robot-as-provider component of the approach, where the robot assists the

receiver directly, we use theADOS tool directly to inform how a robot interacts with

children with ASD of di�erent pro�les in the context of therapeutic tasks. We speci�cally

contribute a general algorithmic framework to allow for personalizedautomated action

selectionon the robot. In the robot-as-receiver component of the approach, we contribute

a reversal of the interaction model using computational methods, in order to achieve

an embodied simulationof some common behavioral responses for a range of di�erent

receivers. Such a robot can be used to assist providers in the context of simulated training.

Figure 1.1 gives a high-level summary of our approach, discussed in more details in the

next section.

1.2 Approach

We start by brie�y presenting the interaction model used in this thesis, then outline both

components of our approach in more detail.

1.2.1 Interaction model

A typical interaction between provider and receiver happens according to standardized

tasks, which we assume can be used either for assessment (e.g., diagnosis) or intervention

(e.g., therapy). Every task is a procedure to be followed, consisting of standardizedactions

that the provider selects according to the purpose of the interaction (e.g., assessment,

intervention). The action selection method is also a function of thereceiver pro�le. The
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Figure 1.1 Robot-as-provider and robot-as-receiver components of the thesis approach
(top and bottom respectively). Standardized tasks are assumed to be similar across the
two components, and are modeled as sequences of provider actions and receiver responses.

latter models receivers through a set of codedfeatures that characterize how receivers

behave in the context of an interaction with the provider. Receiverbehaviors are

understood as behavioral responses to the provider's actions or tasks. In the context

of assessment, the provider has the ability to observe these behaviors and estimate the

receiver pro�le accordingly. These interaction components appear in Figure 1.2, included

at the end of this chapter.

1.2.2 Automated action selection (robot-as-provider)

In a �rst step, we conduct an exploratory study to measure how children with di�erent

severities ofASD respond to actions of a NAO in two tasks related to attention mechanisms

using video screens. We integrate several instances of the tasks in a storytelling scenario

featuring cartoon snippets to keep the children engaged. The robot �rst assesses the pro�le

of the child, then alternates between a random action selection and a therapist-inspired

action selection. This study provides us with data to quantify the behavioral responses
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of children in the tasks with the robot, and is represented by the box `Interaction study

data collection' in Figure 1.2.

In a second step, we formalize the problem of personalization as a general optimization

problem in which actions have (therapeutic) costs and success probabilities. We speci�cally

consider tasks where the robot needs to plan a sequence of actions over a �xed time horizon,

with the goal of achieving a success with the lowest expected cost possible. We contribute

OAssistMe (shown in Figure 1.2), a dynamic programming algorithm that generates cost-

optimal action sequences given the action parameters, and investigate several extensions

of it, motivated by di�erent application domains. We provide a thorough analysis of the

algorithms, including proofs for a number of properties of optimal solutions that we show

align with typical human provider strategies.

Finally, we instantiate our theoretical framework in the context of the robot-assisted

therapy tasks considered in our study. In this context, we present methods for determin-

ing action parameters based on the data from the study (to determine action success

probabilities) as well as an expert survey (to determine action costs). We show that the

algorithm is able to generate di�erent action sequences for di�erent receiver pro�les and

di�erent tasks. In relation to our research question, this component of the approach

speci�cally addresses the lack of personalization and adaptation strategies of current

socially assistive robots.

1.2.3 Embodied simulation (robot-as-receiver)

We develop ADOS-Sim (shown in Figure 1.2), a simulator of behavioral responses

commonly seen in children withASD in the context of the standardizedADOS tasks.

The approach taken stems for the observation that such simulation can be seen as an

inverse-assessment operation. While assessment maps behaviors to a receiver pro�le,

simulation takes a pro�le and generates behaviors. By reversing the chain of theADOS,

we depart from high-level descriptors of a child's pro�le, such asASD severity, age, and

language ability, to individual realistic behaviors in the di�erent ADOS tasks. The

simulator is mainly based on two algorithms. The �rst one,Descriptor-Based Mean

Mapping Sampling (DB-MMS), generates synthetic pro�les, represented as feature vectors,

from a measure ofASD severity. It is informed by a dataset of realADOS scores from

di�erent sources, collected on children with di�erentASD severities. The second algorithm,
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Graph-based Behavior Selection (GBS), selects behaviors within tasks, while ensuring

that no con�ict occurs between any pair of behaviors.

Building upon ADOS-Sim, we enable the robot to exhibit `autism-like' behaviors with

controllable degrees of severity along several features (represented by the box `Embodied

simulator' in Figure 1.2). We �rst design 16 robot behaviors spanning four di�erent

ADOS features, namely ones related to response to join attention, response to name

calling, pointing, and language ability. We then integrate our designed behaviors into an

autonomous control architecture. The robot is capable of having continuous interactions

with one or more humans, according to the pre-de�ned actions it recognizes. It can be

customized by specifying an arbitrary severity for each feature, resulting in 256 unique

combinations. We evaluated, in both video-based and `in situ' studies, the validity of

the designed behaviors and the potential of our approach for complementing therapist

training. In relation to our research question, this component of the approach introduces

a novel way for robots to assist providers as embodied simulators used for training.

1.3 Contributions

Our main contributions can be grouped into three categories: algorithmic, methodological,

and autism-related.

Algorithmic contributions

ˆ ADOS-Sim, a simulator that outputs behaviors consistent with high-level children

pro�les. The two main components of the simulator are theDB-MMS algorithm, for

data-driven feature generation, and theGBS algorithm, for con�ict-aware behavior

selection.

ˆ OAssistMe, a linear-time algorithm that generates optimal action sequences given

action costs and success probabilities. We also provide proofs for properties of its

optimal solutions.

ˆ Three extensions of the algorithm (trial-sensitive, cost-sensitive, and repetition-

sensitive) that add di�erent assumptions of dependency on the history of actions.
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Methodological contributions

ˆ A methodology for simulation as inverse-assessment, illustrated using the structure

of the ADOS diagnostic tool in addition to a database of ADOS scores.

ˆ A methodology for the use of robots as receivers to assist the training of providers,

preliminarily evaluated in video-based and `in situ' studies.

ˆ A methodology for determining action costs and success probabilities in the context

of robot-assisted therapeutic tasks.

Autism-related contributions

ˆ An analysis ofADOS data from di�erent sources using dimensionality reduction

techniques.

ˆ A scenario based on interactive storytelling, integratingADOS-inspired tasks that

address speci�c autism impairments related to attention de�cits.

ˆ A preliminary computational model of child response to the robot's actions in the

context of ADOS-inspired tasks.

Figure 1.2 summarizes how these contributions �t within the chapter structure of the

thesis, in relation to the thesis concepts previously introduced.

Taken together, these contributions allow for a richer set of interactions with robots in

assistive contexts, and are expected to increase their autonomy, �exibility, and e�ective-

ness when dealing with populations characterized by diverse pro�les, needs and preferences.

Disclaimer: Although an important aspect to consider for technology adoption,

the demonstration of the (long-term) bene�ts for any of the contributions made in this

thesis on intended users, both children and therapists, is not in the scope of this thesis.

That applies to algorithms, methodology, and scenarios presented in this document.

Whenever present, the use of human participants studies is viewed simply as a validation

or preliminary evaluation tool for the technological questions studied.
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Figure 1.2 Overview of chapter contributions (in blue) in relation to the core components
of the interaction model.

1.4 Reading guide to the thesis

The outline below describes the content of each chapter, grouping related and complemen-

tary contributions together. Every chapter ends with a section describing related work

for that chapter, followed by a summary of the chapter's contributions and main results.

Chapter 2: Child-Robot Interaction Study � We design and run an exploratory

study based on interactive storytelling with structured tasks to collect data on child-robot

interaction, in order to inform methods of personalized action selection.
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Chapter 3: Optimal Action Sequences for Robot as Provider � We formalize

the personalization problem as an optimization problem that takes into account action

costs and success probabilities. We present di�erent versions of OAssistMe, an algo-

rithm that generates optimal action sequences building on the data collected in Chapter 2.

Chapter 4: Simulation as Inverse-Assessment � We present ADOS-Sim, a simu-

lator that outputs behaviors consistent with di�erent children pro�les, in the context of

standardized ADOS tasks.

Chapter 5: Interactive Robots for Provider Training � We describe how we

extend our simulation approach to visualize behaviors in an embodied way on a robot.

We present results from two studies where therapists evaluate the resulting embodied

simulator.

Chapter 6: Conclusion and Future Work � We summarize our contributions and

end by describing avenues for future work that builds on this thesis.

Appendix A: Index � We provide tables of acronyms, notation, andADOS informa-

tion used throughout the thesis for easy referencing.

Appendix B: Proofs and Additional Results � We present mathematical proofs

as well as additional results for the algorithms of Chapter 3.
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Child-Robot Interaction Study

This chapter considers the robot in the provider role, speci�cally in the context of a robot-

assisted autism therapy scenario targeting attention skills, a major area of impairment

for young children with ASD. We report on an exploratory study whereby a NAO

humanoid robot engages with 11 children with di�erentASD severities in a storytelling

scenario integrating structuredADOS-inspired tasks. The study, run in collaboration

with a psychologist and therapists from a child development center at a Portuguese

hospital, aimed at analyzing the role of action sequencing on children's response to the

robot's actions. While the actions available to the robot within the structured tasks are

pre-de�ned, we controlled theaction sequencesthat the robot executed within di�erent

instances of the same task. In particular, we considered three modes of operation for the

robot, corresponding to three di�erent ways of generating action sequences. The �rst

mode,Assess, is inspired by theADOS procedure within the tasks of interest. The second

mode,Therapy, uses the pro�le assessed in the previous mode to generate action sequences

inspired by the way therapists would select their actions in alignment with therapeutic

goals. The third mode,Explore, generates completely random action sequences.

This exploratory study will help us inform the design of algorithms for personalization

and adaptation of the robot's action selection in the next chapter. Personalization and

adaptation are widely used strategies amongst autism therapists, but the challenges of

achieving such mechanisms in robot-assisted therapeutic tasks are numerous. These

challenges include:
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ˆ Assessment� Building useful pro�les of children interacting with robots consists

in assessing features characterizing their interaction with the robot. This is a

challenging goal for the following reasons:

� Child response to robots may signi�cantly di�er from response to humans,

which means there might not be a systematic way to predict response to a

robot given data on interaction with a human.

� The cost of exploration may be high. Individuals withASD are often extremely

sensitive to details, and a single `wrong step' in the robot's behavior may result

in serious consequences, such as jeopardizing the willingness of the child to

interact again with the robot.

� The amount of data that a robot can collect with a speci�c child is limited,

which makes it di�cult to estimate, from scarce data, child features that are

useful for the interaction.

In our work, we base our feature assessment method on standard diagnostic proce-

dures widely used by human therapists.

ˆ Personalization � Personalizing robot behavior to each receiver pro�le is another

research question that requires domain knowledge. What strategy works best for

which pro�le? How can its e�cacy be measured?

In this chapter, our personalization strategy in mode Therapy aligns with typical

strategies followed by human therapists that have been shown to promote learning

in the long-term.

ˆ Integration in naturalistic context � Since most ASD therapy tasks rely on aspects

of social interaction, it is necessary to integrate them in an engaging scenario with a

consistent context and progression. Maintaining stable engagement levels with such

a population is particularly challenging and also particularly helpful as it reduces

uncertainty in the robot's ability to predict children's responses.

In our study, we integrate structured tasks of interest within a larger interactive

storytelling scenario.

In a �rst step, we leverage the structure of theADOS tool to develop a set of

prompting actions on a NAO humanoid robot (Section 2.1). These actions are aimed
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at eliciting a goal response from the child in two attention-related tasks. The robot

actions (`presses' inADOS terminology) fall under a scale organized by increasing levels

of explicitness, adapted to a range of child pro�les. Based on these robotic actions, we

develop a control architecture that allows the robot to prompt the child with di�erent

sequences of actions according to its mode of operation � Assess, Therapy, or Explore.

We integrate the structured tasks in an interactive storytelling scenario involving the

robot and two controllable screens showing story-related cartoon excerpts (Section 2.2).

We then collect and analyze data on the behavioral responses of 11 children withASD

during a session with the robot (Section 2.3). In addition to providing insight on how

action sequencing a�ects child response, the data will be used in the next chapter to

build a probabilistic pro�le-dependent model of child response.

2.1 An ADOS-inspired robotic prompting scheme

In this section, we describe our robotic prompting scheme developed for a NAO humanoid

robot, and inspired by the `algorithmic' nature of twoADOS tasks, related to joint

attention and response to name. After describing the interaction setup considered, we

present our developed robotic actions inspired by theseADOS tasks. We then discuss our

�exible robot control architecture, which allows for di�erent modes of operation (namely

Assess, Therapy, and Explore).

2.1.1 Interaction setup

Figure 2.1 shows the physical setup used in this chapter, inspired by the work of Warren et

al. (2015) who demonstrated its suitability for young children withASD [152]. We found

this scenario to be attractive to explore the idea of personalization of attention-related

interactions, as it allows for both control and �exibility when compared to scenarios

involving physical objects, portable digital devices (e.g., tablets) [24], or scenarios where

the child moves around the space [107]. The setup consists of a NAO robot standing on

a table, at which the child is seated, and two 49.4 cm LCD screens positioned at around

a 90 degree angle on both sides of the child's chair.

The robot engages in two main tasks of focus, inspired by the ADOS:
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Figure 2.1 Interaction setup with robot as provider. Figure is only meant for illustrative
purposes; relative positions and sizes of the components are not exact.

ˆ `Joint Attention' task (JATT) � The robot directs the child's gaze from looking

at the robot to looking at a target screen where a video will play.

ˆ `Name Calling' task (NAME) � The robot directs the child's gaze from looking

at the video on one of the screen back to looking at the robot.

A `perception Wizard' provides the robot with information about the child's gaze

behavior through a computer interface, hidden behind a single-sided mirror at an angle

that maximizes the view to the scene. Speci�cally, during each of the two tasks, the

Wizard is responsible for triggering a `success' event whenever the child performs the goal

behavior for that task (i.e., orienting their gaze in the right direction). For the JATT task,

a success triggers a short video snippet. For the NAME task, a success stops the video

playing on the screen where the child is looking. While eye-tracking or head-tracking

technology were available for us to use, we preferred to rely on human perception, as

such technologies are too invasive and inaccurate, especially for children with attention
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impairments who tend to move considerably. Furthermore, it allows us to focus on the

action selection problem, while factoring out the additional noise that comes with an

automated perception system.

A single processing unit allows the control of each screen individually. The Wizard's

machine runs the main software to automatically control the behavior of both the robot

and the screens, while allowing the Wizard to provide success information when needed.

A wired network connection through a switch between all computing units was used

to minimize delays and connectivity issues. We used the Thalamus framework [124] to

facilitate communication between the distributed modules.

For safety purposes, the robot's feet were stuck to the table using tape to avoid falls,

as we have noticed that some children were particularly keen on touching and poking the

robot. Next we describe the actions that we programmed the robot to execute during the

two tasks.

2.1.2 Action scales

As part of the ADOS tasks, there exist systematic `algorithms' for evaluating a child's

response to joint attention and response to name, through scales of actions with increas-

ing levels of explicitness (`hierarchies of presses' inADOS terminology). Each action

corresponds to a more or less explicit action taken by the therapist with the common

aim of eliciting a goal behavior on the child's part. TheADOS actions and the goal child

behaviors are summarized in columns 2�4 of Table 2.1.

Inspired by the structure of theADOS tasks, we developed similar action scales for

the robot, aiming to elicit the corresponding goal behavior from the child. Column 5 of

the table summarizes our developed robotic actions. We should point out that the aim

was not to replicate the content of theADOS actions with high �delity. Rather, we came

up with similar scales adapted to our scenario and accounting for a range of responses

along the scales. Also, to ensure an increasing level of explicitness for the actions, we

structured them such that actiona + 1 is a replica of actiona with an added element

that either adds intensity to the stimulus (e.g., sound on top of video) or facilitates the

understanding of the action (e.g., pointing added to gaze). We used the SERA software

architecture [123] to control the robot's multi-modal behaviors. Speech was automatically

generated by NAO's built-in text-to-speech engine.
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We �ne-tuned our actions based on pilot trials with four Typically Developing (TD)

children, two children with ASD, and one child with minimal ASD. Speci�cally, for task

JATT, we had to take special care with the behavior of the screens, as it seemed from

our pilots that the sharp transitions from a black screen to an image or video was a very

salient stimulus that transiently overpowered the robot's role. For this reason, we decided

to pre-load a static picture on both screens, corresponding to the �rst frame of the video

to be shown, and to keep the brightness of the screens on a low setting.

2.1.3 Robot control

Figure 2.2 shows the relation between the di�erent modules of the robot control architec-

ture. Before starting the execution of the task, the robot �rst generates anaction sequence

� = ha1; a2 : : : ; aT i , i.e., a plan of actions to be executed over consecutive time steps. An

action sequence generation module produces these sequences according to parameters

communicated by a high-level decision maker, including task type, robot operation mode

(see Section 2.1.5), as well as other scenario- and child-related parameters. The action

sequence� = h1; 3; 2; 2i , for instance, means that the robot will perform action of level 1

as a �rst trial, then potentially execute more trials with actions of level 3, 2, and again 2,

until the goal behavior is observed or the sequence is exhausted. While in this work we

restrict the action sequence lengthT to 4, our architecture is general enough to allow for

arbitrary sequences of any length. An action sequence execution module executes the

actions on the robot sequentially, until either a success is triggered by the Wizard or the

sequence is exhausted. The trigger of the next action in the sequence is a timeout in case

no success occurs. Based on our pilots, we set the duration of the timeout to 3.5 seconds.

2.1.4 Child pro�le assessment

In the ADOS, the therapist goes through the actions hierarchically from least to most

explicit until the expected response is observed, and records the level of the �rst successful

action. This number can be seen as a measure of abnormality of response to the task. In

this work, since we consider two tasks, the child pro�le is represented as a pair of features

(RJA,RNA), where RJA/RNA is the lowest action level at which a success is observed

in task JATT/NAME respectively. If none of the four action levels achieve a success,

we assign to the corresponding feature a value of 5. In a typicalADOS session, features
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