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Mysterious Success of Contrastive Learning

Unsupervised methods for representation learning, reminiscent of

word2vec for word embeddings, have been very successful in NLP

1] and to some extent in vision [2|. With access to semanti-

cally similar points and random negative samples from

unlabeled data, they minimize objectives that look like
Lunsupem.(f ) — 4

_ llog (1 n €f<x>Tf<x>—f<x>Tf<x+>>]

Why are these representations successful on future linear classi-

fication tasks?” We attempt to demystify this by providing

- Framework connecting unlabeled data with downstream tasks
- Provable guarantees for such algorithms under the frame-
work: Unsupervised loss is surrogate for average supervised loss

Framework

Semantic similarity &~ membership in same latent class.

Connection

X Set of inputs, C: Set of classes, p: Distribution over C

D.. Universal distribution over X conditioned on class c.

| |
Unlabeled Data

Similarity data: (z,2") ~ Dy, Task: Subset of latent classes
¢ ~p T={c,...,c} CC
(ajvaf+) AJ‘Z)2+
Negative samples: = ~ Dy,
cC ~p
r ~ D,

Supervised Tasks

Labeled samples: (z,c¢) ~ Dr
c~T
x~D,

Evaluation Metric (Binary)
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Unsupervised Loss Bounds Supervised Loss

FC{f: X =R ||f(-)]| < R}: Function class of interest.
7: Probability that two classes sampled from p are the same.
f: Minimizer from F of empirical unsupervised loss.

LunSUp(f) p— (x7x+)iDSim
T~ ~Dpeg

llog (1 n €f<x>Tf<x>—f<x>Tf<x+>)]

L, ,(f) is defined as loss of f when the difference of means
classifier w = e, — pe, is used for the task T' = {cy, ¢}, where

e = a:ij Sf(x)]. Clearly Lg,(f) < L{,,(f).

Key observation: Jensen’s tnequality to upper bound super-
vised loss. Mean is better than random point as classifier.
log (1 +€f(iv>T<uc—uc+)> < B log <1+€f(:v>Tf(:v)—f(w)Tf(:ﬁ))
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Price of Negative Sampling: Class Collision

Inherent limitation of contrastive learning: negative samples
can be from same class as similar pair = L,,,(f) can be large.
Need to understand when L,,, can be made small

Li(f)—7=  (1=7)L,(f) + 7(L,(f)—1)

¢ # ¢ ¢ =c
need contrastive f need intraclass
concentration

Theorem 2: Suflicient Conditions on F

Let x ~ D.. A.: maximum standard deviation of f(x) in a
direction, R.: mean norm of f (). Let s(f) =2 E AR,
c~p

VfeF

Lol ) < Lfu(F) + = [rs(F) + Genn

(-1,2r) l "

Mean Variance

Competitive bound: Need high-margin mean classifier and strong

intraclass concentration. L* . uses hinge loss with margin ~.

Y, SUp
Lemma: Subgaussian Classes

If fis o*-subgaussian within each class and v = 1 + Q(JR)

Dl F) < A () + 1 [rs(f) + Geny

Extensions and Experiments

Multiple Negative Samples: Can bound the loss of average
(k + 1)-wise task with k negative samples. Increasing negative

samples can hurt beyond a point (increased class collision).

Blocks of Similar Data: Can use the mean within a block as
a proxy classifier. Gets tighter upper bound and improves perfor-

mance on IMDDb classification (beating SOTA model in [1]).
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(a) Supervised loss roughly tracks unsupervised test

loss as predicted by the Theorem 1
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(b) Effect of amount of unlabeled data M and

number of negative samples k. Very large k hurts.

SUPERVISED UNSUPERVISED
TR 7 TR 1
AVG-2 97.8 97.7 97.3  97.7
WIKI-3029 TOP-10 67.4 59.0 64.7  59.0
TOP-1 43.2 33.2 38.7 304
AVG-2 97.2 95.9 93.2 92.0
CIFAR-100 TOP-5 88.9 83.5 70.4  65.6
TOP-1 72.1  69.9 36.9 31.8

Table: Performance of supervised and unsupervised representations on average k-wise classification tasks (AVG-£)
and full multiclass TOP-1 (not covered by theory). Classifier can be trained ('I'R), or the mean is used ().
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