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—— Abstract

Satisfiability solvers have been instrumental in tackling hard problems, including mathematical

challenges that require years of computation. A key obstacle in efficiently solving such problems lies
in effectively partitioning them into many, frequently millions of subproblems. Existing automated
partitioning techniques, primarily based on lookahead methods, perform well on some instances but
fail to generate effective partitions for many others.

This paper introduces a powerful partitioning approach that leverages prefixes of proofs derived
from conflict-driven clause-learning solvers. This method enables non-experts to harness the power
of massively parallel SAT solving for their problems. We also propose a semantically-driven
partitioning technique tailored for problems with large cardinality constraints, which frequently arise
in optimization tasks. We evaluate our methods on diverse benchmarks, including combinatorial
problems and formulas from SAT and MaxSAT competitions. Our results demonstrate that these
techniques outperform existing partitioning strategies in many cases, offering improved scalability
and efficiency.
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1 Introduction

Satisfiability (SAT) solvers have proven to be invaluable tools for solving large problems
of interest to both theorists and industry practitioners. Over the last decade and a half,
substantial efforts have focused on parallelizing SAT, leading to two prominent paradigms:
clause-sharing portfolios [12] and cube-and-conquer (CnC) [15]. In a clause-sharing portfolio,
multiple solver threads are run on the same input formula, typically with slightly varied
heuristics, and critical clauses are shared among them. This approach can significantly reduce
runtime for problems where sequential SAT methods are already effective, as illustrated
by the state-of-the-art cloud solver Mallob [30]. In contrast, a CnC solver partitions the
input formula into numerous subproblems that can be solved independently in parallel. This
strategy has successfully tackled longstanding open problems in mathematics, including
the Pythagorean Triples problem [14], Schur Number Five [13], and the Empty Hexagon
problem [16].
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Cube-and-conquer comprises two main phases: cubing and solving. In the cubing phase,
a splitting variable is chosen to partition the current formula into two subformulas, one with
the variable assigned to true and the other with the variable assigned to false. Ideally, each
split produces two distinctly simpler subproblems. Historically, lookahead techniques proved
remarkably effective at selecting splitting variables, often enabling superlinear speedups even
on thousands of cores [15]. However, poorly chosen splits can result in substantial redundant
work or significant imbalances in subproblem difficulty, which in turn may lead to diminished
parallel efficiency or total running times that exceed the time required to solve the original
formula.

Although early advances with CnC relied on automated partitioning via lookaheads [15],
most of the significant successes in the last five years have depended on expert-crafted manual
partitions [7,16,33,35]. Manual approaches were favored primarily due to the prohibitive costs
or limited effectiveness of automated partitioning with lookaheads. The manual approaches
used a combination of trial-and-error and high-level insight into the problem and its encoding.
This prevents many potential users of CnC to solve their problems effectively. We propose
two novel partitioning methods to overcome these issues.

Our first cubing approach builds on the information contained in clausal proofs produced
by SAT solvers. A clausal proof is a sequence of redundant clauses (i.e., clauses whose
addition preserves satisfiability) ending with the empty clause to prove unsatisfiability.
Proofs have been used to assess and compare the usefulness of learned clauses enabling proof
summarization [28], solver heuristic tuning [32], and causal reasoning over combinations of
solver heuristics [38]. These works rely on access to complete proofs and strictly evaluate
clause usefulness within the proofs. A central insight of this paper is that prefizes of clausal
proofs can serve as effective stand-ins for complete proofs, and that the variables occurring
in these proof prefixes provide a powerful heuristic for guiding partitioning decisions.

Although splitting based on proof prefixes turns out to be effective, it can be computa-
tionally expensive. To mitigate this cost, our method relies on static partitions rather than
the dynamic partitions typically used in prior work. In a static partition, the same splitting
variable is used at every level of the partition tree. For deeper levels, we compute proof
prefixes for only a subset of nodes, then aggregate these prefixes to select the next splitting
variable.

Despite the inherent restrictions of a static partition, our results show that it performs
well across a broad range of problems, including benchmarks from the SAT Competition.
In fact, our tool efficiently generates strong partitions for many formulas on which the
state-of-the-art partitioning tool, March [15], fails to produce a result in reasonable time.

Our second cubing approach is for problems containing a set of clauses and one large
cardinality constraint. Such problems appear frequently in the constraint optimization setting
with the cardinality constraint representing some resource bound. The cubing approach
assumes that the problem is presented in a cardinality-based input format. We developed
a tool that transforms the problem into CNF by encoding the cardinality constraint with
the totalizer [3], and during encoding, produces a set of selected auxiliary variables from
the totalizer for splitting. In contrast to the first approach, this technique uses a semantic
understanding of auxiliary variables to produce a good problem partition.

Unlike many existing cubing-solvers, these techniques completely compartmentalize the
cubing and solving phases, allowing the usage of these techniques on top of any off-the-shelf
solver. This compartmentalization assists in the goal of learning information about optimal
partitions over a class of problems, rather than specific instances, and applying these findings
to solve larger instances of the problem.
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1.1 Contributions

This work provides 3 main contributions:

1. We developed a tool that performs partitioning based on proof prefixes during partial
application of a solver.

2. We developed a tool that performs cardinality-based partitioning with the k-totalizer
encoding, selecting auxiliary variables to split on based on their semantic meanings in
the encoding.

3. We performed an experimental evaluation comparing our approaches to the widely used
partitioning tools, March. We considered SAT and MaxSAT competition formulas, as
well as several combinatorial problems and found that our approaches often performed
better than existing tools.

2 Background
2.1 Satisfiability

We consider propositional formulas in conjunctive normal form (CNF). A CNF formula ¢ is
a conjunction of clauses where each clause is a disjunction of literals. A literal ¢ is either a
variable = (positive literal) or a negated variable Z (negative literal). An assignment « is a
mapping from variables to truth values 1 (true) and 0 (false). An assignment « satisfies a
positive (negative) literal £ if o maps var(¢) to true (false, respectively), and falsifies it if «
maps var({) to false (true, respectively).

An assignment satisfies a clause if the clause contains a literal satisfied by the assignment,
and satisfies a formula if every clause in the formula is satisfied by the assignment. A formula
is satisfiable if there exists a satisfying assignment, and unsatisfiable otherwise.

2.2 Cardinality Constraints

A cardinality constraint on Boolean variables has the form ¢; + ¢5 + --- + s > k and is
satisfied by a partial assignment if the sum of the satisfied literals is at least k. The size of
the cardinality constraint is the number of literals (s) it contains. Variables occurring in the
cardinality constraint are data variables, and new variables added in a clausal encoding are
auziliary variables. For a general cardinality constraint with 1 < k < s, unit propagation
should lead to a conflict when s — k 4 1 data literals in the constraint are falsified. Cardin-
ality constraints occur often in SAT problems, and commonly represent the bound in an
optimization problem, for example “at least k packages must be delivered using at most j
trucks.” There are many ways to encode a cardinality constraint as clauses [1,3,24,25,31].
In this work, we will use the totalizer encoding, explained further in Section 3.2.

2.3 CDCL and Clausal Proofs

To evaluate the satisfiability of a formula, a CDCL solver [23] alternates between conflict-
driven search and inprocessing. In search, the solver performs a series of variable decisions [5,
21] and unit propagations. If no conflict is reached, the formula is satisfiable. If the solver
encounters a conflict, the solver performs conflict analysis potentially learning a clause. In
case this clause is the empty clause, the formula is unsatisfiable. Otherwise, the solver revokes
some of its variable assignments (“backjumping”) and then repeats the whole procedure.
Additionally, modern solvers incorporate pre- and inprocessing techniques that change the
formula in some way, usually reducing the number of variables and clauses or shrinking
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the sizes of clauses. These techniques are intermittently interleaved with search during the
solving. Some of the most common inprocessing techniques are bounded variable elimination
(BVE) [10], vivification [20], and probing [11]

CDCL solvers produce satisfying assignments for satisfiable formulas and proofs of
unsatisfiability for unsatisfiable formulas. A clause C is redundant w.r.t. a formula ¢ if ¢
and ¢ U {C} are satisfiability equivalent. The clause sequence p,C1,Cs, ..., C,, is a clausal
proof of Cp, if each clause C; (1 <1i < m) is redundant w.r.t. @ U{C,Cs,...,C;_1}. The
proof is a refutation of ¢ if C), is L. Clausal proof systems may also allow deletion.

The strength of a clausal proof system is determined by the syntactic criterion it enforces
when checking clause redundancy. The standard SAT solving paradigm CDCL learns clauses
that are logically implied by the formula and fall under the reverse unit propagation (RUP)
proof system. A clause is RUP if unit propagation on the falsified literals of the clause results
in a conflict. The Resolution Asymmetric Tautology (RAT) proof system generalizes RUP
and all commonly used inprocessing techniques can be compactly expressed using RAT steps.
Proofs are typically transformed to a format with hints, e.g. LRAT, before being passed to a
formally-verified checker like cake-lpr [36].

When a CDCL solver logs a proof, the only distinction made between proof steps is if they
are clause additions or clause deletions. Without additional processing there is no way to
determine if a clause addition in the proof originated from conflict learning or an inprocessing
technique. In this work, we consume proofs externally without modifying the solver, so
the proof-based heuristics described in Section 3.1 will consider both learned clauses and
inprocessed clauses.

2.4 Cube and Conquer

Cube-and-Conquer (CnC) [15] is a powerful methodology for solving difficult SAT formulas.
In typical usage, a formula ¢ is partitioned into many sub-formulas, ¢1,..., ¢y, such that ¢
is satisfiable if and only if at least one ¢; is satisfiable. The cubes to which the name refers
are conjunctions of literals. In particular, if a disjunction of cubes ¢ ;=1 V--- V1, is a
tautology, then
o = oAy = \Jory
K3

Thus, the choice of partition from which the technique gets its name is ¢; := ¢ A ;. With
this partition, one can dispatch independent CDCL solvers in parallel, as depicted in Figure
1, and enjoy substantial speedups.

In the best case, each ¢ A 1); is of equal difficulty and substantially easier to solve than ¢.
In the worst case, however, each ¢ A 1; can be no easier, and sometimes harder, than just ¢.
In this case, the wall-clock time is no better than just running ¢, and the CPU time can
blow up exponentially. As a result, the choice of ¥ is of great importance and the focus of
this paper. Historically, this has been done with expert insight and domain knowledge on a
problem-by-problem basis [16,33,35], or with lookahead techniques [15]. In this paper, we
will propose several new, automatic methods for finding good choices of .

The state-of-the-art tool for automatically computing partitions is March, which combines
the David-Putnam-Logemann-Loveland (DPLL) algorithm [9] with lookaheads. For a general
discussion, see the Handbook of Satisfiability [17,19], while we describe here an exemplary
scheme. Given a CNF formula ¢, a lookahead on literal ¢ works as follows: First, ¢ is assigned
to true, followed by unit propagation. Second, in case there was no conflict, the difference
between ¢ and the reduced formula ¢’ is measured. The quality of look-ahead techniques
depends heavily on the measurement used. A frequently used method weighs the clauses
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Figure 1 Cube-and-conquer heuristically splits a formula ¢ into n subformulas ¢ A 11 to ¢ A Py,
and solves the subformulas using CDCL.

in ¢\ ¢ (i.e., the clauses that are reduced but not satisfied). Third, all simplifications are
reversed to return to . If a conflict was detected during the lookahead, then ¢ is forced to
false and is called a failed literal. The measurements are used to determine the splitting
variable in each node of the tree. In general, a variable x is chosen for which both the
lookahead on z and T result in a large reduction of the formula.

3 Partitioning Techniques

3.1 Proof Prefix Based Splitting

In this section, we describe a partitioning technique based on proof prefixes. A proof, in

this context, is a series of clauses that are redundant with respect to the original formula.

A formula is unsatisfiable when the empty clause is derived. A proof prefiz is a sequence
of addition steps starting from the beginning of a proof. The key metrics we extrapolate
from proof prefixes are variable occurrences, or the number of times a variable appears in
a clause addition step. The partitioning technique arises from two observations regarding
proof prefixes.

1. Variables which occur frequently in a non-trivial proof prefix will often continue to appear
frequently in the remainder of the proof. By non-trivial we mean a proof prefix with a
large enough number of steps such that the solver has performed reasoning over several
restarts to explore the search space.

2. In problems for which effective partitions are known, splitting variables often occur
frequently in a proof generated from the original (unpartitioned) formula.

We ground these intuitions in Figure 2, which shows the variable occurrences in the DRAT

proof over time for the p5(13) problem. Despite the proof taking more than 107 clause

addition steps, the known best variables have risen to near the top by only 10°. This
observation is what allows us to use prefixes as an adequate substitute for the entire proof.
At a high level, we compute proof prefixes, find the most occurring variables in these
prefixes, and use theses variables as splitting variables. From the solver’s brief search we infer
which variables are important in the problem. More concretely, given a formula ¢, we run it

with an off-the-shelf solver until a desired number of clauses are added to the proof emitted.

This is achieved by piping the proof output of the solver, waiting for a desired number of
addition steps, and then killing the solver. No modifications to the solver are required. Once
the proof prefix is known, we count the variable occurrences in the proof, both positive and
negative, and pick the most frequently occurring variable as the next variable to split on.
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DRAT Addition Steps vs. Variable Occurences
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Proof Steps
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Figure 2 The variable occurrences over the course of a DRAT proof generated by solving the
15(13) problem. This demonstrates that when variables rise to the top, they tend to stay there, and
also that the best variables make good splitting choices. In this case, the top 5 variables by the end
are exactly the ones found to be good by Subercaseaux et al. [35] and the top 5 variables after 10°
steps approximate them well enough to create a good partition.

Once a splitting variable x is obtained, we create new formulas, p A x as well as p AT,
and restart the process on both formulas. Naively, generating a complete partition in this
manner, where each cube has size d, would require generating O(2?) proof prefixes, which
would be prohibitively expensive. To get around this, we introduce the notion of a static
partition. A static partition is one where we start with a static set of d splitting variables and
then generate cubes with all 2¢ combinations of polarities. This can be viewed as a balanced
binary tree depicted in the left of Figure 3. In contrast, a dynamic partition, depicted in the
right of Figure 3, may have unique variables at every vertex in the tree and is not necessarily

balanced.
T1 T2 T3 Ty
AN AN ) Tz @AT1LN\To
pANx1 pANx1 Ts5
> 1 — —>
/ ANz NT2 . / @Axl/\mg\».
¥ ¥ Te
N TN D T3 @ANTINAx3
Y NZTT ©ANTL Ty
— o —p
©AT1 AT . PANTINT3

Figure 3 Left: A static partition on variables {z1, z2, z3,...} Right: A dynamic partition on
variables {z1,...,27,...}

Given a static partition set of size d, to generate the d + 1th variable, we sample a
constant number of cubes from the current partition, find the best variable by summing the
occurrences across all of the proof prefixes, and use it to extend the set. In this way, we can
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generate a static partition of depth d by only generating O(sd) proof prefixes, where s is
the number of samples per layer. The generation of proof prefixes can be parallelized, so if
the number of samples is fewer than the number of cores, which is often sufficient, the cube
generation time is a linear function of depth. However, we must synchronize upon solver
completion, before processing the proof prefixes. One “layer” of this process is depicted in
Figure 4. The specific number of clauses in each proof prefix that produces the best results
is formula-dependent, and future work is needed to determine this automatically. However,
in our experimental evaluation, we found 100,000 is an effective cutoff for a wide range of
competition formulas, and for many problems this is sufficient. Moreover, the required proof
prefix size seems to scale far slower than problem size as demonstrated by the technique’s
ability to effectively partition very difficult problems with comparatively little preproccesing.
Despite the restriction to static partitions, our technique is highly effective across a variety of
benchmarks. Moreover, finding an effective static split for a problem has numerous additional
benefits, as will be discussed in Sections 4 and 5. This technique was developed into an
automated tool, Proofix.

S = {x17x2)x3}

Sample 1 Sample 2 Sample 3 Sample 4
(oA S WANH 2 WA . PANXL NTaNT3 @ANT1 ANTa NAx3 Y NANTT NT2 N\NT3

! ! ! !

Partial CDCL Partial CDCL Partial CDCL Partial CDCL

—  ~ - —

Proof Analysis

L4

Figure 4 Example generating z4 from static partition {z1,z2,x3} using 4 samples.

3.2 Totalizer Based Splitting

In this section, we present a partitioning technique based on auxiliary variables from the
totalizer encoding. We assume that the problem is given in the cardinality-based input
at-least-k conjunctive normal form (KNF [27]), but the cardinality constraint may be encoded
as an at-most-k constraint by negating the literals and modifying the bound. This technique
makes no assumptions about the clauses in the formula and forms a static partition solely by
selecting auxiliary variables from the totalizer encoding.

The totalizer is one of the most widely used classes of cardinality constraint encodings,
with incremental variants appearing in modern MaxSAT solvers. The totalizer is structured
as a binary tree that incrementally counts the number of true data literals at each node.
Data literals form the leaves, and each node has auxiliary variables representing the unary
count from the sum of its children counters. For example, in Figure 5 with counters indexed
by depth and node id, the counter c‘;”l is set true if either ¢ or {5 is true, and cg’l is true if
both £; and ¢, are true. Further, if both counters ¢3! and ¢3? are true, then the counter
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2,1 .
¢y’ is true.

Output variables denoted by o; at the root of the tree represent the count of true data
literals across the entire cardinality constraint. The bound & for an at-most-k constraint is
enforced by adding the unit 0;y1. An at-least-k cardinality constraint would enforce the
bound with the positive unit og. The encoding can be simplified by only encoding the count
up to k + 1 at each node [24], and we adopt this simplification for our encoding,.

01,02,...,08

D1 1,1 1,1 1,1 1,2 1,2 1,2
AN N eyt e

D2 21 21 21 21 22 22 22 22 23 23 23 23 24 24 24 24
€ ,C ,C3 ,Cy 1 1€ ,C3 ,Cy €1 €y ,C3 ,Cy C1' ,Cy ,C3 ,Cy

D3 31 31 32 32 33 33 34 34 35 35 36 36 37 37 38 38
N > e O N O N > N O T O A > RN

D4 by Ly ly £y ls ls by L lo lig li1 bz lig iy lis lis

Figure 5 Visualization of a totalizer for ¢1 + ¢2 4 - - - + £16 < 7, where 0g, and both ¢gs would be
unit to enforce the bound. Each node has an independent set of auxiliary variable counters ccnt.
The nodes are numbered left to right for each depth, and a counter for a given node id at depth dep
can be distinguished as ¢*<2"*

To motivate our splitting heuristic, first consider the totalizer in Figure 5. Selecting c}l’l
as a splitting variable will result in the following two cases:

If ci’l is true, at least 4 of the data literals from the set £1, (s, ..., s are true. This also
means that at most 3 data literals from the set fg, ¢1q, ..., {16 are true due to the bound
of at most 7.

If c}l’l is false, at most 3 of the data literals from the set £1,¢s,...,¢s are true. This
provides no information about the data literals from the set £y, {19, ..., {16.

Intuitively, splitting on an auxiliary variable at an internal node in the totalizer will
designate how many true data literals are among its children and potentially its sibling nodes.
Furthermore, the closer the auxiliary variable is to the root, the more data literals it will
impact. However, a bad selection can create unbalanced subproblems. For instance, if we
split on c%’l, when c%’l is true all of the data literals from fg, ¢1q, ..., {16 are set false due to
the bound. This may create a trivial cube. On the other hand, when c%’l is false, we obtain
very little information other than that at least one of ¢1, /s, ..., lg is false, and this would
likely not benefit the solver. Therefore, we focus our splitting on auxiliary variables with a
large impact that also correlate with the cardinality constraint’s bound. To achieve this, we
use the ratio Rk = % for a cardinality constraint with bound k and s data literals. We select
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a counter from a node (id) with n counters as SelectCounter(id) = | Rk X n]. The selection
procedure is as follows:

1. Select a starting depth d and desired number of splitting variables v.

2. Sort the nodes at depth d by number of counters, largest to smallest.

3. For each node (id) in d, select the counter SelectCounter(id) + 1 for odd nodes and
SelectCounter(id) for even nodes.

4. If v variables are selected, break. Otherwise, proceed to depth d + 1 and return to step 2
to select the remaining variables.

Consider the totalizer in Figure 5 with Rk = % = 0.4375. Assume that we want 6
splitting variables, starting from depth 1. Start with node 1 which contains 8 counters. The
counter from node 1 will be SelectCounter(1) + 1 = |8 x 0.4375]| + 1 = 4, which is variable
ci’l. Then move on to node 2 and select c:l,,’Q. Next, move to depth 2, and since all nodes
have the same number of counters we process them in order. At node 1 with 4 counters
take SelectCounter(1) + 1 = |4 x 0.4375] 4+ 1 = 2, which is variable ¢;''. Proceed with the
remaining nodes at depth 2 selecting cf’z, cg’?’, and 03’4. These 6 variables are then used as
the splitting variables to generate a static partition of the formula.

The reason we alternate between SelectCounter(id) and SelectCounter(id) + 1 is to ensure
that the sum of the counts of selected splitting variables across all nodes for a given depth
resembles the ratio. This reduces the number of unhelpful or trivial cubes. For example, the
selected variables at depth 2: cg’l, c?’z, 03’37 and 03’4 will sum to 6 in the cube where they
are all set to true. If we only selected the ¢; counters, the sum would be 4 and this is far
from the bound of 7, and if we only selected co counters, the sum would be 8 and this is
trivially unsatisfiable.

The starting depth is assigned based on the number of desired splitting variables such
that all nodes in a given depth are processed if possible. In our experimental configuration,
we chose 12 splitting variables and therefore started at depth 2, giving 4 variables at this
depth and 8 variables at depth 3.

This approach could be adapted to the more compressed modulus totalizer [25], which
uses a quotient and remainder at each node to reduce the number of auxiliary variables
required to count the sum, by selecting quotient variables at each node. Other hierarchical
encodings, for example, those used in pseudo-Boolean solving, would also be candidates for
this approach. However, it is not clear how splitting could be achieved with a non-hierarchical
encoding like a sequential counter. Also, we do not consider splitting on formulas with many
cardinality constraints. It is possible to select a subset of variables from each cardinality
constraint encoding, but this would require heuristics for determining the relative importance
of each cardinality constraint. Lastly, we focus on unsatisfiable problems with a tight bound,
which means that adding 1 to the bound would make the problem satisfiable. If the bound is
not tight, we may need to adjust the ratio Rk by sampling for trivial cubes.

4 Explainable Splitting

One of the most common criticisms of large computer-aided proofs is their opacity: many of
these SAT-based proofs are massive. For example, the proof of Schur Number Five is roughly
2 petabytes [13], and even CDCL-based proofs for problems that are solvable in seconds can
remain impenetrable. It may not be surprising that many basic steps are hard to grasp,
but even the high-level structure is completely unclear. However, an effective static split
can drastically improve our high-level understanding of these proofs. Because our approach
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extracts a static split directly from CDCL-generated proofs, it exposes the solver’s underlying
reasoning and highlights the variables it deems most significant.
We have observed that static splits can offer several key advantages:
Demystifying solver reasoning. While the solver’s detailed steps may remain intricate, a
static split reveals the high-level structure of the proof, making it easier to follow how
subproblems branch and simplify.
Pinpointing crucial variables. Intuitively, crucial variables are the ones which always
partition a problem into subproblems with equal difficulty. A static split can help identify
crucial variables as their introduction would observably split every vertex in half. This
contrasts with a dynamic split where it is difficult to identify the crucial variables as they
may only occur a few times at unrelated nodes.
Facilitating generalization. Once it is clear which variables matter most, users can readily
adapt or replicate that partitioning scheme for related problems.
Ease of extension. Dynamic splits often yield complex trees that are hard to modify. In
contrast, a static split is straightforward to expand by adding additional variables that
resemble those already used in the partition.

5 Experimental Evaluation

All experiments were performed at the Pittsburgh Supercomputing Center on nodes with
128 cores and 256 GB RAM [8]. We ran 32 solver executions in parallel per node with 10,000
second timeouts. Therefore, each solver process held approximately 8GB of memory.

We compared our splitting techniques with March, the state-of-the-art partitioning
tool which uses lookaheads and is not constrained to static partitions. Our experimental
comparison focuses exclusively on CnC solvers, primarily due to the fairness of comparison,
but also because many of the explainability and usability benefits of our techniques only
make sense in the context of CnC partitions, so we felt it warranted to restrict our focus to

CnC.

5.1 Stability Under Search Parameters

One of the properties that makes the proof prefix technique powerful is the fact that the
preprocessing time required scales far slower than problem difficulty. Indeed, looking at
several difficult problems, if Proofix is able to find known good splitting variables, it can do
so without needing to search deep into the proof.

The p,(k) problem asks to find the minimum number of convex n-gons induced by
placing k points in the plane with no three points in a line. Recently, Subercaseaux et al. [35]
conjectured that yi5(n) = (1"/2)) + ("/?1). The u5(15) benchmark asks whether it is possible
to construct only 76 convex pentagons in the plane with 15 points, one less than the known
minimum of 77. It should be noted that p5(15) is substantially easier for state-of-the-art
MaxSAT solvers with an out-of-the-box wenf formula than for CaDiCal using the totalizer
encoding. This problem takes at least 48 CPU hours.

The x,(Z?) problem is a heavily optimized formula which was shown to be logically
equivalent to asking whether there exists a packing chromatic number of the subset of
the plane, {(z,y) € Z? | |z| + |y| < 15}, using 14 colors and center color 6. The “good”
variables are precisely the ones corresponding to the “plus” tiling of the graph as described
by Subercaseaux et al. [34]. With a manual partition of over 5,000,000 cubes, this problem
was solved in 4,851 CPU hours.
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Table 1 Stability of quality of variables under increasing prefix lengths. Each formula was
statically partitioned into cubes of depth 15. The number of “good”, as determined by their manual
partitions in previous works, is shown as well as how many of the variables in the final partition
are “good.” If there are fewer “good” variables than 15, the score is at most the number of “good”
variables.

Prefix Length

# Variables | - oy | 10* | 10° | 5x10°| 10°

Formula # “Good”
|
|
|

Yo (Z2) 63 | 7669 |0/15]0/15 | 12/15 | 12/15 | 11/15
115 (15) 13 | 58,826 | 7/15|5/15| 4/15| 3/13 | 4/15
7gon-6hole 20 | 28,878 | 2/15 | 8/15 | 13/15 | 12/15 | 12/15

The 7gon-6hole problem asks whether every set of 24 points with no 3 three points in a
line contains either a convex 7-gon, or a 6-hole (a convex 6-gon with no points inside of it).
This problem is estimated to have a single-core runtime of 1,000 CPU hours and a manual
partition was found reducing it to 200 CPU hours (on a single core) [16].

Table 1 depicts the tool looking for variables that are known to be good on 3 very difficult
problems. Using just 32 samples per variable, on two of them Proofix is able to pick out
many known good variables after only searching for a tiny fraction of the time that the
problem itself would take. While it is possible that Proofix was able to come up with an
alternative set of “good” variables for the us(15) problem, it more likely provides evidence
that for certain proofs the prefix is not an adequate substitute. Understanding why this is
the case is the subject of future work.

One caveat to note is that while finding good splitting variables can now be done
automatically for many problems, for large problems such as these, it is not necessarily the
case that the cubes found will always achieve comparable performance to the ones found
manually due to factors such as variable ordering or the specific subset of “good” variables
used in the static partition. The partition used to solve the x,(Z?) problem, for example,
used a dynamic partition with an unbalanced binary tree that Proofix cannot capture directly.
Future work is required on how to use proof prefixes to efficiently capture dynamic partitions.

5.2 Maximum Satisfiability Problems

In this section, we evaluate the totalizer-based splitting and proof-based splitting on problems
containing one large cardinality constraint. These types of problems occur naturally as
unweighted maximum satisfiability (MaxSAT) problems. Each MaxSAT problem counsists of
a set of hard clauses and soft units. The objective is to find the optimum (minimum) number
of soft units that must be falsified while satisfying all hard clauses. MaxSAT problems can be
converted to SAT by combining the hard clauses with one, often large, cardinality constraint
stating at most k soft units are falsified. We can generate an unsatisfiable SAT problem by
making the cardinality constraint’s bound the optimum minus one, and a satisfiable SAT
problem by making the bound the optimum.

In our evaluation, we consider MaxSAT benchmarks from the 2023 competition unweighted
track [18]. We generate unsatisfiable SAT problems from formulas with known bounds. The
SAT problem is transformed into CNF by encoding the cardinality constraint as a totalizer.
The cardinality constraint is transformed from at-least-k to at-most-k if this makes the
encoding size smaller. Before encoding the cardinality constraint, we sort data literals using
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Table 2 Comparison of partitioning methods on combinatorial problems and MaxSAT competition
benchmarks. Evaluation is in CPU time.

formula baseline March Proofix Totalizer Splitting

1 core 1 core 32 core Pre. 1 core | 32 core | Pre. | 1 core 32 core
judge 3,654 4,893 3,162 219 3,437 2,447 19 7,851 4,289
mbd 2,170 2,914 313 287 2,512 409 37 3,784 290
optic 1,236 908 195 23 708 22 45 1,150 135
uaq 2,520 1,408 453 4 970 62 43 1,960 129
mindset 2,162 | 18,018 1,372 357 | 16,375 2,252 42 | 19,002 1,164
max10 6,282 1,939 920 0 7,645 238 29 2,498 269
crossl3 | > 80,000 ? | > 10,000 43 | 64,610 2,206 71 | 77,664 3,125
us(13) 2,317 2,526 181 8 1,367 84 80 2,355 543

the best literal sorting found in recent work [26]. This step improves the default solver
performance, creating a better baseline for partitioning.

We filter out problems with a CaDiCaL solving time of less than 500 seconds, leaving five
benchmark families: judgment aggregation (judge) [18], model-based diagnosis (mbd) [22], ap-
proximately propagation complete CNF for an all-different encoding of pigeon hole (optic) [2],
user query authorization (uaq) [2], and minimum rule set for labeling data (mindset) [2]. For
each family, we selected the hardest problem for CaDiCalL to solve, and present the results at
the top of Table 2.

Proofix outperforms the other techniques in both single and 32 core performance on the
majority of the problems. Totalizer split performs adequately, which is notable due to its lack
of preprocessing time other than time (less than a second) required to encode the cardinality
constraint into CNF. Of all the selected problems, only mindset is not successfully partitioned
by any technique, with totalizer split producing the best 32 core speedup of only 2x.

The preprocessing time of Proofix is consistent across problems because there is only
minor variation in the time it takes for the solver instances to produce 100,000 proof steps.
On the other hand, March has a large range of preprocessing times. For example, in mbd
March spends as much time in preprocessing as totalizer split spends solving the problem on
32 cores.

In addition, we examined the splitting variables selected by Proofix to find out if it used
any auxiliary variables from the totalizer encoding. Proofix used some auxiliary variables
for optic and mbd, a single auxiliary variable for judge, and no auxiliary variables in the
other problems. This suggests that Proofix can discover auxiliary variables when they are
more useful, as is the case for mbd based on the superior performance of totalizer split.
Furthermore, Proofix achieves this without any additional insight into the problem or variable
semantics. Many of the other problems can be effectively partitioned by either auxiliary
variables or data variables, as seen by the similar performance of Proofix and totalizer split.

Next we discuss three additional hard combinatorial problems to test the limits of these
splitting techniques. We describe the problems and their encodings at a high level below.

The Max Squares problem [37] asks whether you can set m cells to true in an n x n grid
such that no set of four true cells form the corners of a square. Problem variables denote
whether a cell is in the solution. The problem is encoded with clauses containing 4 literals
blocking the 4 corners of each possible square on the grid and one cardinality constraint over
all of the problem variables. For a 10 x 10 grid the optimal value is 61, so a bound of 62 on
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the cardinality constraint makes the formula unsatisfiable.

The crossing number ¢r(G) of a graph G is the lowest number of edge crossings of a plane
drawing of the graph G. In 1960, Guy conjectured that the crossing number of the complete
graph is or(K,) = 3 [ 2] - [252] - [252] - [252] [29]. It is known that cr(Ky3) = 225. The
benchmark cross13 asks whether there is a K13 drawing with 224 crossings.

On the max10 problem, March exhibits good single-core performance but cannot match
the improved 32 core times from both of our techniques. Likewise, March fails to solve the
cross13 problem with a 10,000 second cube timeout. For each of these problems Proofix
produces a partition with the best 32 core performance, and it does so without using the
auxiliary variables from the totalizer encoding. The totalizer split can approximate the
performance of Proofix with slightly worse performance on each of the problems. Notably, the
preprocessing time for Proofix on the much harder cross13 is lower than for p5(13), displaying
the potential of a static splitting technique to scale and achieve a good partitioning with
relatively low preprocessing overhead.

5.3 SAT Competition Formulas

To measure the generalizability of Proofix, we compared it to both CaDiCaL [4] and March on
SAT competition formulas from the years 2022, 2023, and 2024. We considered problems
which were both UNSAT and took CaDiCal more than 1,000 seconds.

Proofix was used with settings where it learned the first 10° clauses of the proof and
generated a static partition of depth 10, resulting in 2'° subprobems. Comparing Proofix to
CaDiCal directly, as shown in Figure 6, we see that 63% of competition formulas perform
better when first split and run on 32 cores than when run with CaDiCal alone, including the
preprocessing time for splitting. If we disregard preprocessing time, this number increases to
75%. Including preprocessing, there are 26 problems where Proofix performed more than
10x better than CaDiCal, and even one which performed 100x better.

Unfortunately, March timed out or crashed while generating the cubes on multiple
instances. We suspect that this is due to March learning a lot of “local” clauses and exceeding
the available memory on formulas with many small clauses. To ensure a fair comparison,
and to eliminate many additional cases where March failed to generate a partition before
timing out, it was limited to a split of depth at most 10.

As can be seen in Figure 7, Proofix performs favorably compared to March on many
problems. Considering only problems where March did not segfault, Proofix performed better
than March on 53% of problems, and considering problems where March failed for any reason,
that number increases to 61%. While there are a couple of cases where March beats Proofix
by a large margin, there are far more where the opposite is true, and even two cases where
Proofix produces a partition which is over 1,000x better than March.

Although Proofix always succeeds in generating the cubes, there are 10 cases where at
least one cube takes more than 10,000 seconds. This is in contrast to March, where a cube
times out in 5 cases, March itself times out in generating cubes in 8 cases, and it segfaults
while generating cubes in 35 cases. The segfaults persisted across multiple compiled March
binaries and multiple computers. In addition, it is worth noting that segfaults seem to be
roughly correlated with partitioning difficulty, as 6 of the 10 instances for which Proofix times
out on a cube also cause segfaults in March.

It can also be seen that while both tools can fail to find a good split in some cases, the
amount that Proofix can fail by is far less than March. In the worst case, March’s 32 core
time is 55,000 seconds slower than CaDiCal, whereas Proofix’s 32 core time is at most 21, 800
seconds worse. Moreover, there are 9 problems where March produces a partition that has
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vs.  With 32 Cores (SAT Competition 2022/2023/2024)
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Figure 6 CaDiCal runtimes vs. Proofix cube generation and runtimes on 32 cores. Lower is
better.

a time on 32 cores worse than CaDiCal, compared to Proofix for which there are only 4
(conditioned on March generating a partition at all).

6 Applications and Results

We believe that the proof prefix cubing technique is of interest to people solving formulas
of all sizes. For competition-sized problems, one way to make use of an n-core machine
is to dedicate n — 1 cores to cubing and solving in parallel, reserving the last core to run
an out-of-the-box solver. The last core is used in this manner to account for the case that
either the overhead of partitioning outweighs the difficulty of the formula itself or an effective
partition cannot be found. If one were to take this approach for the SAT competition
problems in 2022, 2023, and 2024, they would see improvements on nearly 65% of the
problems from those years. Similar improvements can be seen for MaxSAT, although the
formulas tended to be easier overall. However, this is due to the kinds of formulas in the
MaxSAT competition, rather than the applicability of Proofix itself. We believe that the
main application is toward resolving large combinatorial problems. We repeatedly observe
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March vs. Proofix on 32 Cores (SAT Competition 2022/2023/2024)
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Figure 7 A comparison of March vs. Proofix on SAT competition problems using 32 cores. The
color of a point indicates how long the original problem takes CaDiCal to solve with no partitioning.
The diagonal lines compare orders of magnitude of performance between March and Proofix for
solving the partition. Several lines are added on the right to denote cases where March failed for one
of a few of reasons. Being lower on the graph is better.

that the partial-proof technique is able to recreate the results of manual effort [16,33,35], and
inform optimal partitions automatically. Thus, we believe that Proofix’s primary use-case
will be returning near-optimal, easily interpretable, static partitions, which can help users
quickly identify semantic patterns in cubes in order to solve large problems.

7 Conclusion and Future Work

In this paper, we presented two novel techniques for automatically partitioning SAT formulas,
one based on proof prefixes and the other based on the totalizer encoding. We demonstrated
that the limitation to static partitions is not a major setback, and also provides numerous
qualitative benefits towards explainability. Finally, we developed tools for both splitting
techniques and demonstrated that these techniques outperform the state-of-the-art tool on
numerous problems. There are several questions left open for future work:
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