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Preprocessing: 
Lighting conditions 

taken into account

Detect keypoints, compute 
descriptors using ORB

Match descriptors with 
BFMatcher and Hamming 

distance, retaining top 5% of 

5,000 matches

1

2

3

Filter enforcing 

quadrant consistency



Compute Homography 

Matrix from matches 

with RANSAC algorithm

4

Transform image using 

matrix to align to 

template!

5
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Now we know exact pixel 

locations for all cells

7

 Extract cells of interest

8

  Feed to OCR model
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Fine-Tune

TrOCR
DIDA

CAR-B

results



How we evaluate performance
Segmentation

3 Step Alignment
• Homography matrix match count (>15 matches, max 

reprojection error ≤6px)
• Increase ORB match pairs (5,000 → 7,000 → 10,000) 

across 3 attempts
• Manual inspection

99.7%
On 836 property cards



How we evaluate performance
OCR Model Results

0.76

3.25%

36.59%

0.36%

R2 (Coefficient of Determination)
How well predicted values approximate actual values.

MAPE (Mean Absolute Percentage Error)
Average absolute percentage difference between 
predicted and true values.

RMSPE (Root Mean Absolute Percentage Error)
Similar to MAPE but penalizes larger errors more.

MPE (Mean Percentage Error)
Indicates bias (over- or under-prediction tendency).



How we evaluate performance
OCR Model Results

Within 5% of True Value 

Within 10% of True Value

Within 20% of True Value 

96.52%

96.98%

97.38%

Confidence-Based Accuracy



Existing Programs

• TesseractOCR

• LayoutLMv3

• LayoutParser

• ChatGPT

• Microsoft Azure AI Document Intelligence

accuracy cost

Why off-the-shelf solutions failed

Significantly worse than TrOCR

Very expensive: $1600 for 56,000 
cards (just one county)

Poor table cell detection
(<67 %accuracy)

Poor table cell 
detection (<20% 
accuracy)



Why off-the-shelf solutions failed

User-friendly GPT4o

Accuracy
Great for Single-cell OCR → Matches TrOCR performance
Unreliable for Whole-card OCR → Needs heavy prompt engineering

Latency
10–20 sec per image

Cost
Effective for very small datasets
Scales poorly

1 county (56k cards): $600

100 counties: $60k
v/s

1 time investment of 

hiring for model 
development: 

~$5000
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850

𝒚 = 𝒇(𝒃𝟎 + 𝒃𝟏𝑿 + 𝒃𝟐𝑿)



1933
𝒚 = 𝒇(𝒃𝟎 + 𝒃𝟏𝑿 + 𝒃𝟐𝑿)

Rooms
10

Sq. Ft.
850





R2 :

0.62

MAPE:

17.5%

OCR MAPE: 

14.72%
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For More:
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