
Propositional Logic
+

Proof Techniques

1

10-607 Computational Foundations for Machine Learning

Matt Gormley
Lecture 2

Oct. 24, 2018

Machine Learning Department
School of Computer Science
Carnegie Mellon University



LOGIC

2



3



Analysis: Perceptron
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Figure from Nina Balcan

Perceptron Mistake Bound
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Theorem 0.1 (Block (1962), Novikoff (1962)).
Given dataset: D = {( (i), y(i))}N

i=1.
Suppose:

1. Finite size inputs: ||x(i)|| � R
2. Linearly separable data: ��� s.t. ||��|| = 1 and

y(i)(�� · (i)) � �, �i
Then: The number of mistakes made by the Perceptron
algorithm on this dataset is

k � (R/�)2
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Proof of Perceptron Mistake Bound:

We will show that there exist constants A and B s.t.

Ak � ||�(k+1)|| � B
�

k
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Theorem 0.1 (Block (1962), Novikoff (1962)).
Given dataset: D = {( (i), y(i))}N

i=1.
Suppose:

1. Finite size inputs: ||x(i)|| � R
2. Linearly separable data: ��� s.t. ||��|| = 1 and

y(i)(�� · (i)) � �, �i
Then: The number of mistakes made by the Perceptron
algorithm on this dataset is

k � (R/�)2

Algorithm 1 Perceptron Learning Algorithm (Online)

1: procedure PĊėĈĊĕęėĔē(D = {( (1), y(1)), ( (2), y(2)), . . .})
2: � � 0, k = 1 � Initialize parameters
3: for i � {1, 2, . . .} do � For each example
4: if y(i)(�(k) · (i)) � 0 then � If mistake
5: �(k+1) � �(k) + y(i) (i) � Update parameters
6: k � k + 1
7: return �
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Proof of Perceptron Mistake Bound:
Part 1: for some A, Ak � ||�(k+1)|| � B

�
k

�(k+1) · �� = (�(k) + y(i) (i))��

by Perceptron algorithm update

= �(k) · �� + y(i)(�� · (i))

� �(k) · �� + �

by assumption

� �(k+1) · �� � k�

by induction on k since �(1) = 0

� ||�(k+1)|| � k�

since || || � || || � · and ||��|| = 1

Cauchy-Schwartz inequality
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Proof of Perceptron Mistake Bound:
Part 2: for some B, Ak � ||�(k+1)|| � B

�
k

||�(k+1)||2 = ||�(k) + y(i) (i)||2

by Perceptron algorithm update

= ||�(k)||2 + (y(i))2|| (i)||2 + 2y(i)(�(k) · (i))

� ||�(k)||2 + (y(i))2|| (i)||2

since kth mistake � y(i)(�(k) · (i)) � 0

= ||�(k)||2 + R2

since (y(i))2|| (i)||2 = || (i)||2 = R2 by assumption and (y(i))2 = 1

� ||�(k+1)||2 � kR2

by induction on k since (�(1))2 = 0

� ||�(k+1)|| �
�

kR
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Proof of Perceptron Mistake Bound:
Part 3: Combining the bounds finishes the proof.

k� � ||�(k+1)|| �
�

kR

�k � (R/�)2

The total number of mistakes 
must be less than this



Propositional Logic

Chalkboard
– Form of arguments
– Components of propositional logic
– Two-column proofs
– modus ponens
– Inference rules
– Lemmas
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Inference Rules
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Exercise: Inference Rules
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Exercise: Inference Rules
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Classical Logic

Chalkboard
– Negation and constructive logic
– Law of the extended middle
– DeMorgan’s laws
– Double negation elimination
– Contraposition
– Resolution
– Scoping rules
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Exercise: Mini-Sudoku
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Proof Techniques

Chalkboard
– Definitions from Discrete Math
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Proof Techniques

Chalkboard
– Proof by Construction
– Proof by Cases
– Proof by Contradiction
– Proof by Contraposition
– Proof by Induction
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