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Reminders

• Homework 2: Decision Trees
– Out: Wed, Sep 05 
– Due: Wed, Sep 19 at 11:59pm

• Homework 3: KNN, Perceptron, Lin.Reg.
– Out: Wed, Sep 19 
– Due: Wed, Sep 26 at 11:59pm

• Matt’s office hours on Thu are cancelled this
week

4



LINEAR REGRESSION AS 
FUNCTION APPROXIMATION
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Regression Problems

Chalkboard
– Definition of Regression
– Linear functions
– Residuals
– Notation trick: fold in the intercept
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Linear Regression as Function 
Approximation

Chalkboard
– Objective function: Mean squared error
– Hypothesis space: Linear Functions
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OPTIMIZATION IN CLOSED FORM
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Optimization for ML

Not quite the same setting as other fields…
– Function we are optimizing might not be the 

true goal 
(e.g. likelihood vs generalization error)

– Precision might not matter 
(e.g. data is noisy, so optimal up to 1e-16 might 
not help)

– Stopping early can help generalization error
(i.e. “early stopping” is a technique for 
regularization – discussed more next time)
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Topographical Maps
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Topographical Maps



Calculus

In-Class Exercise
Plot three functions:
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Answer Here:



Optimization for ML

Chalkboard
– Unconstrained optimization
– Convex, concave, nonconvex
– Derivatives
– Zero derivatives
– Gradient and Hessian
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Optimization: Closed form solutions

Chalkboard
– Example: 1-D function
– Example: higher dimensions
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Convexity
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There is only one local optimum if the function is convex

Slide adapted from William Cohen



CLOSED FORM SOLUTION FOR 
LINEAR REGRESSION

21



Optimization for Linear Regression

Chalkboard
– Closed-form (Normal Equations)
– Computational complexity of Closed-form 

Solution
– Stability of Closed-form Solution
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Regression

Example Applications:
• Stock price prediction
• Forecasting epidemics
• Speech synthesis
• Generation of images 

(e.g. Deep Dream)
• Predicting the number 

of tourists on Machu 
Picchu on a given day
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Week 49 (December 5) forecast, using wILI data through week 47. During the week of

the first forecast, all of the available wILI values are below the CDC onset threshold, as shown
in Fig 2A. Predictions for the onset are concentrated near the actual value, and the error in the
point prediction is fairly small (1.58 weeks). Much of this error can be attributed to the sudden
jump in wILI at the onset, which corresponds to Thanksgiving week. The number of patients
seen per reporting provider in ILINet drops noticeably every season on Thanksgiving week and
around winter holidays; at these times, there is a systematic bias towards higher wILI values.

In the 2013–2014 season, the number of total visits dropped from 869362 on the week
before Thanksgiving to 661282 on Thanksgiving week, and from 808701 on week 51 to 607611
on week 52. The number of ILI visits also dropped slightly on Thanksgiving week (from 14995
to 13909, not as significant as the drop in total visits), then increased continuously until it

Fig 2. 2013–2014 national forecast, retrospectively, using the final revisions of wILI values, using
revised wILI data through epidemiological weeks (A) 47, (B) 51, (C) 1, and (D) 7.

doi:10.1371/journal.pcbi.1004382.g002

Flexible Modeling of Epidemics with an Empirical Bayes Framework

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004382 August 28, 2015 8 / 18
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Function Approximation

Chalkboard
– The Big Picture
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