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Reminders

* Homework 5: Neural Networks
— Out: Tue, Oct 9
— Due: Sat, Oct 20 at 11:59pm




Q&A



NEURAL NETWORKS



A Recipe for

Background , :
Machine Learning

1. Given training data:

{mia Y, f;il

Face Not a face

2. Choose each of these:
— Decision function

Examples: Linear regression,

A\
Yy = fH (wz) Logistic regression, Neural Network

— Loss function

A Examples: Mean-squared error,
g(y, yz) E R Cross Entropy



A Recipe for

Background , :
Machine Learning
1. Given training data: 3. Define goal:
{@i, g}t S
19 1 J1=1 L - : ,
¢ 6" = arg meln;lﬁ(fe(wz), Y;)
2. Choose each of these:
— Decision function 4. Train with SGD:
y = fo(x;) (take small steps

opposite the gradient)
— Loss function

l(y,y;) € R 0D = 0 —n,Vi(fo(x:),y,)






—mVEe(fo(xi), y;)



Decision
Functions

Output

Linear Regression




Decision

Functions Logistic Regression

y = he(x) = (0" x)

1
where o(a) = e —

Output




Decision

FUnctions Logistic Regression

y = he(x) = (0" x)

Output




Decision
Functions

Output

Logistic Regression

y = he(x) = 0(0 x

In-Class Example



Decision
Functions

Output

Perceptron

<



