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Reminders
• Homework 3: KNN, Perceptron, Lin.Reg.
– Out: Wed, Feb. 05 (+ 1 day)
– Due: Fri, Feb. 14 at 11:59pm

last possible moment to submit HW3: 
Sun, Feb. 16 at 11:59pm

• Exam 1 Practice Problems
– problems + solutions released: Wed, Feb. 12

• Midterm Exam 1
– Tue, Feb. 18, 7:00pm – 9:00pm

• Today’s In-Class Poll
– http://p9.mlcourse.org

2



MIDTERM EXAM LOGISTICS

3



Midterm Exam
• Time / Location

– Time: Evening Exam
Tue, Feb. 18, 7:00pm – 9:00pm

– Room: We will contact each student individually with your room 
assignment. The rooms are not based on section. 

– Seats: There will be assigned seats. Please arrive early. 
– Please watch Piazza carefully for announcements regarding room / seat 

assignments.

• Logistics
– Covered material: Lecture 1 – Lecture 8
– Format of questions:

• Multiple choice
• True / False (with justification)
• Derivations
• Short answers
• Interpreting figures
• Implementing algorithms on paper

– No electronic devices
– You are allowed to bring one 8½ x 11 sheet of notes (front and back)
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Midterm Exam

• How to Prepare
– Attend the midterm review lecture

(right now!)
– Review exam practice problems

(we’ll post them)
– Review this year’s homework problems
– Consider whether you have achieved the 

“learning objectives” for each lecture / section
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Midterm Exam
• Advice (for during the exam)
– Solve the easy problems first 

(e.g. multiple choice before derivations)
• if a problem seems extremely complicated you’re likely 

missing something
– Don’t leave any answer blank!
– If you make an assumption, write it down
– If you look at a question and don’t know the 

answer:
• we probably haven’t told you the answer
• but we’ve told you enough to work it out
• imagine arguing for some answer and see if you like it
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Topics for Midterm 1
• Foundations
– Probability, Linear 

Algebra, Geometry, 
Calculus

– Optimization

• Important Concepts
– Overfitting
– Experimental Design

• Classification
– Decision Tree
– KNN
– Perceptron

• Regression
– Linear Regression
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SAMPLE QUESTIONS

8



Sample Questions
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1.3 MAP vs MLE

Answer each question with T or F and provide a one sentence explanation of your
answer:

(a) [2 pts.] T or F: In the limit, as n (the number of samples) increases, the MAP and
MLE estimates become the same.

(b) [2 pts.] T or F: Naive Bayes can only be used with MAP estimates, and not MLE
estimates.

1.4 Probability

Assume we have a sample space ⌦. Answer each question with T or F. No justification
is required.

(a) [1 pts.] T or F: If events A, B, and C are disjoint then they are independent.

(b) [1 pts.] T or F: P (A|B) / P (A)P (B|A)
P (A|B)

. (The sign ‘/’ means ‘is proportional to’)

(c) [1 pts.] T or F: P (A [ B)  P (A).

(d) [1 pts.] T or F: P (A \ B) � P (A).
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Now we will apply K-Nearest Neighbors using Euclidean distance to a binary classifi-
cation task. We assign the class of the test point to be the class of the majority of the
k nearest neighbors. A point can be its own neighbor.

Figure 5

3. [2 pts] What value of k minimizes leave-one-out cross-validation error for the dataset
shown in Figure 5? What is the resulting error?

4. [2 pts] Sketch the 1-nearest neighbor boundary over Figure 5.

5. [2 pts] What value of k minimizes the training set error for the dataset shown in
Figure 5? What is the resulting training error?

10-701 Machine Learning Midterm Exam - Page 7 of 17 11/02/2016

4 K-NN [12 pts]

In this problem, you will be tested on your knowledge of K-Nearest Neighbors (K-NN), where
k indicates the number of nearest neighbors.

1. [3 pts] For K-NN in general, are there any cons of using very large k values? Select
one. Briefly justify your answer.

(a) Yes (b) No

2. [3 pts] For K-NN in general, are there any cons of using very small k values? Select
one. Briefly justify your answer.

(a) Yes (b) No
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4 SVM, Perceptron and Kernels [20 pts. + 4 Extra Credit]

4.1 True or False

Answer each of the following questions with T or F and provide a one line justification.

(a) [2 pts.] Consider two datasets D(1) and D(2) where D(1) = {(x(1)
1 , y

(1)
1 ), ..., (x(1)

n , y
(1)
n )}

and D(2) = {(x(2)
1 , y

(2)
1 ), ..., (x(2)

m , y
(2)
m )} such that x(1)

i 2 Rd1 , x(2)
i 2 Rd2 . Suppose d1 > d2

and n > m. Then the maximum number of mistakes a perceptron algorithm will make
is higher on dataset D(1) than on dataset D(2).

(b) [2 pts.] Suppose �(x) is an arbitrary feature mapping from input x 2 X to �(x) 2 RN

and let K(x, z) = �(x) · �(z). Then K(x, z) will always be a valid kernel function.

(c) [2 pts.] Given the same training data, in which the points are linearly separable, the
margin of the decision boundary produced by SVM will always be greater than or equal
to the margin of the decision boundary produced by Perceptron.

4.2 Multiple Choice

(a) [3 pt.] If the data is linearly separable, SVM minimizes kwk2 subject to the constraints
8i, yiw · xi � 1. In the linearly separable case, which of the following may happen to the
decision boundary if one of the training samples is removed? Circle all that apply.

• Shifts toward the point removed

• Shifts away from the point removed

• Does not change

(b) [3 pt.] Recall that when the data are not linearly separable, SVM minimizes kwk2 +
C
P

i ⇠i subject to the constraint that 8i, yiw · xi � 1 � ⇠i and ⇠i � 0. Which of the
following may happen to the size of the margin if the tradeo↵ parameter C is increased?
Circle all that apply.

• Increases

• Decreases

• Remains the same
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3 Linear and Logistic Regression [20 pts. + 2 Extra Credit]

3.1 Linear regression

Given that we have an input x and we want to estimate an output y, in linear regression
we assume the relationship between them is of the form y = wx+ b+ ✏, where w and b are
real-valued parameters we estimate and ✏ represents the noise in the data. When the noise
is Gaussian, maximizing the likelihood of a dataset S = {(x1, y1), . . . , (xn, yn)} to estimate
the parameters w and b is equivalent to minimizing the squared error:

argmin
w

nX

i=1

(yi � (wxi + b))2.

Consider the dataset S plotted in Fig. 1 along with its associated regression line. For
each of the altered data sets Snew plotted in Fig. 3, indicate which regression line (relative
to the original one) in Fig. 2 corresponds to the regression line for the new data set. Write
your answers in the table below.

Dataset (a) (b) (c) (d) (e)
Regression line

Figure 1: An observed data set and its associated regression line.

Figure 2: New regression lines for altered data sets Snew.
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(a) Adding one outlier to the

original data set.

(b) Adding two outliers to the original data

set.

(c) Adding three outliers to the original data

set. Two on one side and one on the other

side.

(d) Duplicating the original data set.

(e) Duplicating the original data set and

adding four points that lie on the trajectory

of the original regression line.

Figure 3: New data set Snew.

Dataset
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Goal: Match the Algorithm to its Update Rule
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1. SGD for Logistic Regression

2. Least Mean Squares

3. Perceptron

4.

5.

6.

�k � �k +
1

1 + exp �(h�(x(i)) � y(i))

�k � �k + (h�(x(i)) � y(i))

�k � �k + �(h�(x(i)) � y(i))x(i)
k

h�(x) = �T x

h�(x) = sign(�T x)

A. 1=5, 2=4, 3=6
B. 1=5, 2=6, 3=4
C. 1=6, 2=4, 3=4
D. 1=5, 2=6, 3=6

E. 1=6, 2=6, 3=6
F. 1=6, 2=5, 3=5
G. 1=5, 2=5, 3=5
H. 1=4, 2=5, 3=6

h✓( ) = p(y = 1| )
<latexit sha1_base64="Qz0EIee+IsbXPfs1W/GoSeFGerw=">AAAC7XicbVFNaxRBEO0dv+L4tdGjl9YlsILZnYmCIgjBgCh4iOAmgZ1l6e2p2WnS3TNM12x2GOfsL/AmXj15E/0t/htrNiuYxILufvWqqru63izXymEQ/O54ly5fuXpt47p/4+at23e6m3cPXFYWEkYy01lxNBMOtLIwQoUajvIChJlpOJwd77XxwwUUTmX2A1Y5TIyYW5UoKZCoafdBOq0jTAHFoulHy8Uj/pLn/Yr2kH/kLTHt9oJBsDJ+EYRr0GNr259udn5EcSZLAxalFs6NwyDHSS0KVFJD40elg1zIYzGHMUErDLhJvfpLw7eIiXmSFbQs8hX7b0UtjHOVmVGmEZi687GW/F9sXGLyfFIrm5cIVp4+lJSaY8bbwfBYFSBRVwSELBT1ymUqCiGRxuf70aqyHo4cuUMzzwqjoRraDIHcahthuR1DIkqNbkBOQyV04ImKMQ0DaXx/i2+9pn/tCRvTvbyNcmX5O0HoLXIRxxxT5dqOVhoKEvExUWA59cqXoNvMF35UgIUTmRlDN9VRIozS1frtpo5c8hefmU07TpeDJNYBOmFdy9TrbhqfdA7Pq3oRHOwMwieDnfdPe7uv1opvsPvsIeuzkD1ju+wN22cjJtkn9p39ZL+8zPvsffG+nqZ6nXXNPXbGvG9/ACAl7IM=</latexit>
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Q: Why did we focus mostly on the Perceptron mistake 
bound for linearly separable data; isn’t that an 
unrealistic setting?

A: Not at all! Even if your data isn’t linearly separable to 
begin with, we can often add features to make it so.

x1 x2 y

+1 +1 +

+1 -1 -

-1 +1 -

-1 -1 +

Exercise: Add 
another feature to 

transform this 
nonlinearly separable 

data into linearly 
separable data.



OPTIMIZATION METHOD #3:
STOCHASTIC GRADIENT DESCENT
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Gradient Descent
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Algorithm 1 Gradient Descent

1: procedure GD(D, �(0))
2: � � �(0)

3: while not converged do
4: � � � + ���J(�)

5: return �

—

M



Stochastic Gradient Descent (SGD)
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We need a per-example objective:

Let J(�) =
�N

i=1 J (i)(�)
where J (i)(�) = 1

2 (�T x(i) � y(i))2.



Stochastic Gradient Descent (SGD)
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We need a per-example objective:

Let J(�) =
�N

i=1 J (i)(�)
where J (i)(�) = 1

2 (�T x(i) � y(i))2.

In practice, it is common 
to implement SGD using 

sampling without
replacement (i.e. 

shuffle({1,2,…N}), even 
though most of the 

theory is for sampling 
with replacement (i.e. 

Uniform({1,2,…N}).



Convergence Curves

• SGD reduces MSE 
much more rapidly 
than GD

• For GD / SGD, training 
MSE is initially large 
due to uninformed 
initialization

32

Gradient Descent
SGD

Closed-form 
(normal eq.s)

Figure adapted from Eric P. Xing

• Def: an epoch is a 
single pass through 
the training data

1. For GD, only one 
update per epoch

2. For SGD, N updates 
per epoch 
N = (# train examples) 
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Expectations of Gradients
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Convergence of Optimizers
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SGD FOR
LINEAR REGRESSION
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Linear Regression as Function 
Approximation
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Gradient Calculation for Linear Regression
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[used by SGD]
[used by Gradient Descent]



SGD for Linear Regression
SGD applied to Linear Regression is called the “Least 
Mean Squares” algorithm
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GD for Linear Regression
Gradient Descent for Linear Regression repeatedly takes 
steps opposite the gradient of the objective function

41

Algorithm 1 GD for Linear Regression

1: procedure GDLR(D, ✓(0))
2: ✓  ✓(0) . Initialize parameters
3: while not converged do
4:  

PN
i=1(✓

T (i) � y(i)) (i) . Compute gradient
5: ✓  ✓ � � . Update parameters
6: return ✓

<latexit sha1_base64="gWGdHQfN8j09yYTmSWy+s/g3Usg=">AAAFIXicdVNLbxMxEN6G8FqehSOXEU2lVuojKQcQElJFy0uqUClNi5QNleOd3VjY3pXtbRtW+2v4C9z4BdwQN8SJK/wJxmlSmrb44vG8vpn5xr1cCuuazR9TtQv1i5cuX7kaXrt+4+at29N3dmxWGI5tnsnMvOsxi1JobDvhJL7LDTLVk7jb+7Dm7bv7aKzI9LYb5NhVLNUiEZw5Uu1N17bDqIep0CWTaWaE66uq87IbAkSc5d6nfLEOSWZggxCYgS1MDVqfr/JOp2IFrzqtLszCdh9BF6qHBhxKaeGgjwbBkdqXOrIJnYLtZ4WMwTpmHGWknJsm4xgXBgl6Y6sqG9E6byxAI6Jox/bfl3PN+apRwdCb/N865vDYDFGKzsKkM0RrmVKoXflKCyeYFB8RcmaYQkfTqcapdvtCYqkzBzzTNLcU47HtFFh6DGQLtVeKJ63q/WuYG8NuQ3TowcV8BYswOJLm/ylPVER3XlDO1LBYkOI/gOd1R6mjlCnF6No/kbKdxz7onAaf6XjY4+TsIoeHrpeUBl1hdHWM1gjHQceceNJRxxOUh5OaKty7PdNcag4PnBVaI2EmGJ3Nvempz1Gc8cJXzyWzttNq5q5b0k4ILpEQCos54x9Yih0SNfVlu+Vw/yuYJU08XNIk05460p6MKJmydqB65KmY69vTNq88z9YpXPKoWwrt+dH8CCgpJLgM/GeCWBjkTg5IYJx6Fxx4n4bO/czDMBpGlsttS89lReNREgfLtF5Iz8EiTX0xxoQV0tklelQU4pk4ELHrt5pcheEszD6nvtaYjikveCsIDRvE2uErByyO6U8J6ysa/ntGH3/BfzMNVCscovSej8PIoMYDTvtBmcooYUrIwQi7KiObjOWJ2fhx2hw9w5bWjmnrNeWomiHPrdOsnhV2VpZaD5ZW3qzMrD4dMX4luBfcD+aCVvAwWA1eBptBO+C1L7Vftd+1P/VP9a/1b/XvR661qVHM3WDi1H/+BdBErlY=</latexit>



Optimization Objectives
You should be able to…
• Apply gradient descent to optimize a function
• Apply stochastic gradient descent (SGD) to 

optimize a function
• Apply knowledge of zero derivatives to identify 

a closed-form solution (if one exists) to an 
optimization problem

• Distinguish between convex, concave, and 
nonconvex functions

• Obtain the gradient (and Hessian) of a (twice) 
differentiable function
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Linear Regression Objectives
You should be able to…
• Design k-NN Regression and Decision Tree 

Regression
• Implement learning for Linear Regression using three 

optimization techniques: (1) closed form, (2) gradient 
descent, (3) stochastic gradient descent

• Choose a Linear Regression optimization technique 
that is appropriate for a particular dataset by 
analyzing the tradeoff of computational complexity 
vs. convergence speed

• Distinguish the three sources of error identified by 
the bias-variance decomposition: bias, variance, and 
irreducible error.
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PROBABILISTIC LEARNING
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Probabilistic Learning

Function Approximation
Previously, we assumed that our 
output was generated using a 
deterministic target function:

Our goal was to learn a 
hypothesis h(x) that best 
approximates c*(x)

Probabilistic Learning
Today, we assume that our 
output is sampled from a 
conditional probability 
distribution:

Our goal is to learn a probability 
distribution p(y|x) that best 
approximates p*(y|x)
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Robotic Farming
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Deterministic Probabilistic

Classification
(binary output)

Is this a picture of 
a wheat kernel?

Is this plant 
drought resistant?

Regression
(continuous 
output)

How many wheat 
kernels are in this 
picture?

What will the yield 
of this plant be?



Bayes Optimal Classifier

Whiteboard
– Bayes Optimal Classifier
– Reducible / irreducible error
– Ex: Bayes Optimal Classifier for 0/1 Loss
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Maximum Likelihood Estimation
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MLE
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Suppose we have dataD = {x(i)}N
i=1

�MLE =
�

N�

i=1

p( (i)|�)

�MAP =
�

N�

i=1

p( (i)|�)p(�)

Principle of Maximum Likelihood Estimation:
Choose the parameters that maximize the likelihood 
of the data.

�MLE =
�

N�

i=1

p( (i)|�)

Maximum Likelihood Estimate (MLE)

L(θ)

θMLE

θMLEθ2

θ1

L(θ1, θ2)



MLE

What does maximizing likelihood accomplish?
• There is only a finite amount of probability 

mass (i.e. sum-to-one constraint)
• MLE tries to allocate as much probability 

mass as possible to the things we have 
observed…

…at the expense of the things we have not
observed
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Learning from Data (Frequentist)

Whiteboard
– Principle of Maximum Likelihood Estimation 

(MLE)
– Strawmen:
• Example: Bernoulli
• Example: Gaussian
• Example: Conditional #1 

(Bernoulli conditioned on Gaussian)
• Example: Conditional #2

(Gaussians conditioned on Bernoulli)
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