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Reminders

Homework 9: Learning Paradigms
— Out: Wed, Apr 24
— Due: Wed, May 1 at 11:59pm

— Can only be submitted up to 3 days late,
so we can return grades before final exam

* Today’s In-Class Poll
— http://[p28.mlcourse.org




Q&A

Q: In k-Means, since we don’t have a validation set, how do we
pick k?

A: Look at the training objective
function as a function of K J(c, 2) t
and pick the value at the

““elbo” of the curve.

Q. What if our random initialization for k-Means gives us poor
performance?

A: Do random restarts: that is, run k-means from scratch, say, 10
times and pick the run that gives the lowest training objective
function value.

The objective function is nonconvex, so we’re just looking for
the best local minimum.



ML Big Picture

Learning Paradigms: Problem Formulation:
What data is available and What is the structure of our output prediction? ch‘
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Outline for Today

We’ll talk about two distinct topics:

1. Ensemble Methods: combine or learn multiple
classifiers into one
(i.e. a family of algorithms)

2. Recommender Systems: produce
recommendations of what a user will like
(i.e. the solution to a particular type of task)

We’ll use a prominent example of a recommender
systems (the Netflix Prize) to motivate both
topics...



RECOMMENDER SYSTEMS



Recommender Systems

A Common Challenge:

— Assume you’re a company
selling items of some sort:
movies, songs, products,
etc.

— Company collects millions
of ratings from users of
their items

— To maximize profit [ user
happiness, you want to
recommend items that
users are likely to want



Recommender Systems
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Recommender Systems
NETFLIX
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Home Rules Leaderboard Update

Congratulations!

The Nethix Prize sought 10 substantialy
IMprove 1o accuracy of predictons about
how much Someone IS QOINg 10 enjoy a
movié based on their movie preferences

On September 21, 2000 we awarded e

$1M Grang Prize % team "Belior's

Pragmatic Chacs®. Read about |

] CheCkou! 18am sCores on the
Rarg. and join the S:SCuSSIoNs on

Wo appiaud al e contnbutors 1o ths
Ques! Which mproves our abiity 1o
CONNECE PSODie 10 the MOovies Tay love

FAQ | Forum | Netfix Home
© 1997-2009 Netfix, Inc. All rights reserved.




Home

Recommender Systems
NETELIX

Rules Leaderboard Update

Congratulations!

The Netflix Prize sought to substantially
improve the accuracy of predictions about
how much someone is going to enjoy a
movie based on their movie preferences.

On September 21, 2009 we awarded the
$1M Grand Prize to team "BellKor’s
Pragmatic Chaos”. Read about their
algorithm, checkout team scores on the
Leaderboard, and join the discussions on
the Forum.

We applaud all the contributors to this

quest, which improves our ability to
connect people to the movies they love.

"



Mome

Rules

Recommender Systems

0 !
0.8623 947 2009-07-24 00:34:07
0.8624 945 2009-07-26 171911
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ENSEMBLE METHODS



Recommender Systems

NETELIX

COMPLETE

Top performing systems
Leaderboard were ensembles

Showing Test Score. CIick "ane 10 show Quiz scors

Rank Team Name Best re °% Improvement Best Submit Time
1 DatKors Pragmagc Chaos 0.8567 10.06 2000-07-26 18.18:28
2 The Ensemble 0.8567 10.06 2000-07-26 18.38:22
3 2ang Prize Team 0.8582 990 2009-07-10 21:24:40
4 )pora Soktons and Vandedgy Unned 0.8588 984 2009-07-10 01:12:31

5 vanceigy \ndusines 0.8591 o 20090710 00:32:20
g gmnabc Theory 0 8554 e’ 20090624 1206:56
7 Bolkor in BaChaos 0.8601 870 20000513 08:14:09
8 Dace 0.8612 859 2009-07-24 17:18:43
9 Feads? 0.8622 948 2009-07-12 13:11.51

10 BaCraos 0.8623 947 2008-04-07 12.33:59
1" Opara Solons 0.8623 947 2009-07-24 00 34:07

12 BolKor 0.8624 945 2009-07-26 171910



Weighted l\/\a]orlty Algorlthm

(Littlestone & Warmuth, 1994)

* Given: pool A of binary classifiers (that
you know nothing about)

 Data: stream of examples (i.e. online

learning setting) R g
* Goal: design a new learner that uses o ©
the predictions of the pool to make
new predictions ®
* Algorithm: +
— Initially weight all classifiers equally
— Receive a training example and predict 4

the (weighted) majority vote of the
classifiers in the pool

— Down-weight classifiers that contribute

to a mistake by a factor of 7



Weighted I\/\a]orlty Algorithm

(Littlestone & Warmuth, 1994)

Suppose we have a pool of 7" binary classifiers A = {hy,..., hr}
where h; : RM — {41, —1}. Let oy be the weight for classifier A;.

Algorithm 1 Weighted Majority Algorithm

1: procedure WEIGHTEDMAJORITY(A, /3)

2: Initialize classifier weights a; = 1, Vi € {1,...,T}
3: for each training example (x, y) do
4: Predict majority vote class (splitting ties randomly)
-~ 'I'
h(x) = sign (Z aghy (.z:))
t=1
5: if a mistake is made fz(:z:) # y then
6: for each classifiert € {1,...,7} do

7: If he(z) # vy, then a; « Bay

17



Weighted l\/\a]orlty Algorithm

(Littlestone & Warmuth, 1994)

Theorem 0.1 (Littlestone & Warmuth, 1994). If the Weighted Majority

Algorithm is applied to a pool A of classifiers, and if each algorithm
makes at most m mistakes on the sequence of examples, then the total
number of mistakes is upper bounded by 2.4(log |A| + m).

]

This is a “mistake bound”
of the variety we saw for
the Perceptron algorithm




ADABOOST



Comparison

Weighted Majority Algorithm

an example of an
ensemble method

assumes the classifiers are
learned ahead of time

only learns (majority vote)
weight for each classifiers

AdaBoost

* an example of a boosting
method

* simultaneously learns:

— the classifiers themselves

— (majority vote) weight for
each classifiers



AdaBoost: Toy Example

weak classifiers = vertical or horizontal half-planes

Slide from Schapire NIPS Tutorial



AdaBoost: Toy Example

Slide from Schapire NIPS Tutorial
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AdaBoost: Toy Example

_|_

_|_

Slide from Schapire NIPS Tutorial
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AdaBoost: Toy Example

£7=0.14

Slide from Schapire NIPS Tutorial
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AdaBoost: Toy Example

H  =sign| 042
final

+ 0.92

27
Slide from Schapire NIPS Tutorial



AdaBoost

Given: (x1,y1), -+, (Tm, ym) Where z; € X, y; € Y = {-1,+1}
Initialize D1 (7) = 1/m.
Fort=1,...,T:

e Train weak learner using distribution D;.
e Get weak hypothesis h; : X — {—1, +1} with error

¢ = Priwp, [he(zi) # ui].

1_
e Choose oy = L 1n ( et).

2

€t
e Update:
L Dy(i) e if hy(z;) =
Dt—l—l(l) - 7, X { et 1f ht(iﬂz) 7+ Ui
Dy (i) exp(—auy;h(x;))

Zy
where Z; 1s a normalization factor (chosen so that D;; will be a distribution).

Output the final hypothesis:
T
H(z) = sign (Z atht(a:)> :

t=1

Algorithm from (Freund & Schapire, 1999)



AdaBoost
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Figure 2: Error curves and the margin distribution graph for boosting C4.5 on the letter dataset as
reported by Schapire et al. [41]. Left: the training and test error curves (lower and upper curves,
respectively) of the combined classifier as a function of the number of rounds of boosting. The
horizontal lines indicate the test error rate of the base classifier as well as the test error of the final
combined classifier. Right: The cumulative distribution of margins of the training examples after 5,
100 and 1000 iterations, indicated by short-dashed, long-dashed (mostly hidden) and solid curves,
respectively.

Figure from (Freund & Schapire, 1999)
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Learning Objectives

Ensemble Methods [ Boosting

You should be able to...
1. Implement the Weighted Majority Algorithm

2. Implement AdaBoost

3. Distinguish what is learned in the Weighted
Majority Algorithm vs. Adaboost

4. Contrast the theoretical result for the
Weighted Majority Algorithm to that of
Perceptron

5. Explain a surprisingly common empirical result
regarding Adaboost train/test curves




Outline

* Recommender Systems
— Content Filtering
— Collaborative Filtering (CF)
— CF: Neighborhood Methods
— CF: Latent Factor Methods

* Matrix Factorization
— Background: Low-rank Factorizations
— Residual matrix

— Unconstrained Matrix Factorization
* Optimization problem
* Gradient Descent, SGD, Alternating Least Squares
 User/item bias terms (matrix trick)

— Singular Value Decomposition (SVD)

— Non-negative Matrix Factorization



RECOMMENDER SYSTEMS



Mome

Rules

Recommender Systems

Leaderboard

0.8623 947 2009-07-24 00:34:07
0.8624 946 2009-07-26 171911
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Recommender Systems

NETELIX

"lw ' R— ,“ r‘ -
Netf drize :

: BB
e & B 3

COMPLETED

Mome Rules Leaderboard  Update

Leaderboard

Showing Test Score. Cick hare 10 show Quiz scors
SN D00 10 SNOW QUL SeOe

e

Rank Team Name Best Test Score % improvement Best Submit Time
1 Botors Pragmasc Chaos 10.06 2009-07-26 18.18:28
2 The Ensembie 10.06 2000-07-26 18.38:22
3 Grang Prize Team 990 2009-07-10 21:24:40
4 Opera Sovtons and Vandedgy Lnngd 984 2009-07-10 011221

$ Vandelay Industries | e 200890710 00:32:20
¢ Pragmatic Theory 87 20050624 1206:56
7 Bolkor in BaChaos 0.8601 870 20050613 04:14:09
8 Dace 0.8612 859 2009-07-24 17.18:43
9 Feads2 0.8622 948 2009-07-12 13:11.51

10 BaChaos 0.8623 947 20090407 12.33:59
L) Qpara SOMOng 0.8623 947 2009-07-24 00 34:07
12 BoiKor 0.8624 946 2009-07-26 17:19:11
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Recommender Systems

* Setup:
— [tems:

movies, songs, products, etc.
(often many thousands)

— Users:
watchers, listeners, purchasers, etc.
(often many millions)

— Feedback:
5-star ratings, not-clicking ‘next’,
purchases, etc.
* Key Assumptions:

— Can represent ratings numerically
as a user/item matrix

— Users only rate a small number of
items (the matrix is sparse)

Alice
Bob 3
Charlie ' 3

40



Two Types of Recommender Systems

Content Filtering Collaborative Filtering

* Example: Pandora.com * Example: Netflix movie
music recommendations recommendations
(Music Genome Project) * Pro: Does not assume

* Con: Assumes access to access to

about about items (e.g. does not

items (e.g. properties of a need to know about movie
song) genres)

* Pro: Gotanewitemto * Con: Does not work on
add? No problem, just be new items that have no
sure to include the side ratings

information



COLLABORATIVE FILTERING



Collaborative Filtering

* Everyday Examples of Collaborative Filtering...
— Bestseller lists
— Top 40 music lists
— The “recent returns” shelf at the library
— Unmarked but well-used paths thru the woods
— The printer room at work
— “Read any good books lately?”

* Common insight: personal tastes are correlated

— If Alice and Bob both like X and Alice likes Y then
Bob is more likely to like Y

— especially (perhaps) if Bob knows Alice

Slide from William Cohen



Two Types of Collaborative Filtering

1. Neighborhood Methods 2. Latent Factor Methods

Serious
Etj
The Color Purple Amadeus &
@ Lethal Weapon
Sense and
Geared Sensibility focearts 11
toward 2 Geared
8 females _ sales
i - o
i ML . T
Joe . -
The Lion King -
1 Dumber
The Princess Independencel | 2"
Diaries pe ?:{
y Gus
Escapist

Figures from Koren et al. (2009)




Two Types of Collaborative Filtering
1. Neighborhood Methods

In the figure, assume that
a green line indicates the
movie was watched

Algorithm:
Find neighbors based
(\ on similarity of movie
""m ! preferences

. Recommend movies
that those neighbors
watched

46
Figures from Koren et al. (2009)



Two Types of Collaborative Filtering
2. Latent Factor Methods

* Assume that both ' "
. | raveheart
movies and users (The Color Purple  Amadeus |

live in some low-

dimensional space .- o
descrlblpg their 0 e
propertles SQnseand |
Geared Sensibility |Ocearfs 11} Geared
* Recommend a o Ui

movie based on its "Ml males

proximity to the -~y

user in the latent ' The Lion King Dumb and]

>pace The Princess Independence &Du—mbi
« Example Algorithm: L Day 6:

Matrix Factorization Escapit

47
Figures from Koren et al. (2009)



MATRIX FACTORIZATION



Recommending Movies

Question:

Applied to the Netflix Prize
problem, which of the
following methods always
requires side information
about the users and movies?

Select all that apply
collaborative filtering
latent factor methods
ensemble methods
content filtering
neighborhood methods
recommender systems

Answer:

mmonNnwmre



Matrix Factorization

* Many different ways of factorizing a matrix
* We’ll consider three:

1. Unconstrained Matrix Factorization
2. Singular Value Decomposition
3. Non-negative Matrix Factorization

* MF is just another example of a common

recipe:
1. define a model
2. define an objective function
3. optimize with SGD



Matrix Factorization

Whiteboard

— Background: Low-rank Factorizations
— Residual matrix



MF for Netflix Problem

Example
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Figures from Aggarwal (2016)



Regression vs. Collaborative Filtering

(]
Regression
A
TRAINING
ROWS
TEST
ROWS
v
<€ >
INDEPENDENT DEPENDENT
VARIABLES VARIABLE

Figures from Aggarwal (2016)

Collaborative Filtering

A

NO
DEMARCATION
BETWEEN
TRAINING AND
TEST ROWS

<€ >

NO DEMARCATION BETWEEN DEPENDENT
AND INDEPENDENT VARIABLES
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UNCONSTRAINED MATRIX
FACTORIZATION



Unconstrained Matrix Factorization

Whiteboard
— Optimization problem
— SGD
— SGD with Regularization
— Alternating Least Squares
— User/item bias terms (matrix trick)



Unconstrained Matrix Factorization

In-Class Exercise

Derive a block coordinate descent algorithm
for the Unconstrained Matrix Factorization
problem.

* User vectors: * Set of non-missing entries
w, € R" Z = {(u,1) : vy is observed}
* |tem vectors: * Objective:
T
h, ¢ R argmin Z (Vs — W5h¢)2
wh ez

* Rating prediction:

—

57



Matrix Factorization
(with matrices)

* User vectors:
(W)t € R”

* |tem vectors:
H,, € R"

* Rating prediction:
Vi = Wy Hy

[WH]W Wi | |1V

4

Figures from Gemulla et al. (2011)58



Matrix Factorization ) 7
(with vectors) o EED = .
* User vectors: d
The Princess [dependenc] | 257
w, € R" L

Figures from Koren et al. (2009)
* [tem vectors:

h; c R"

* Rating prediction:
T
Vyi = W, h;

59



Matrix Factorization
(with vectors)

* Set of non-missing entries:
Z = {(u,1) : vy; is observed}

* Objective:

Figures from Koren et al. (2009)
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Matrix Factorization
(with vectors)

* Regularized Objective:

argmin g (Vi — W2 Th;)?
w;h (u,i)eZ

+ A(Z [will® + ) Iha|l*)

LLLLLLLL

|Independenal "
Day 2

Escapist

Figures from Koren et al. (2009)
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Matrix Factorization
(with vectors)

* Regularized Objective:
' wi — Wy h;)?
arémhln Z (v w, h;)

(u,i)eZ Figures from Koren et al. (2009)

+ A(Z [will® + ) Iha|l*)

* SGD update for random (u,i):

Copi ¢ Vi — Wghi
Wy, — Wy, + v(ewh; — Awy,)

62



Matrix Factorization
(with matrices)

* User vectors:
(W)t € R”

* |tem vectors:
H,, € R"

* Rating prediction:
Vi = Wy Hy

[WH]W Wi | |1V

4

Figures from Gemulla et al. (2011)63



T

Matrix Factorization == | B
(with matrices) o E° | =

* 5GD ]
[

o
Gus
Escapist

Dumb and
Dumber

require that the loss can be written as
Figures from Koren et al. (2009)

L= Y, U(Vij; Wi, Hy) H
(i.4)€Z

Algorithm 1 SGD for Matrix Factorization

Require: A training set Z, initial values W and H
while not converged do {step}
Select a training point (2, j) € Z uniformly at random.
W:. = W,. an anb—‘%‘—.l(V,-j, W;‘., H.J)

HO] {4 H‘J -_ anal‘?.)l(VU’W‘.’ H.J) w | - =
Wi Wi N\ e | B
_ enq while step size

Figure from Gemulla et al. (2011)

Figure from Gemulla et al. (2011)64



Matrix Factorization

Example
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Figure 3. The first two vectors from a matrix decomposition of the Netflix Prize
data. Selected movies are placed at the appropriate spot based on their factor

vectors in two dimensions. The plot reveals distinct genres, including clusters of
movies with strong female leads, fraternity humor, and quirky independent films.

Figure from Koren et al. (2009)
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Matrix Factorization

P o LBFGS
o A SGD

- \ ALS
!‘ % ALS = alternating least squares

1.2

Mean Loss
1.0

.......
............

0.6

Figure from Gemulla et al. (2011) epoch



SVD FOR COLLABORATIVE
FILTERING



Singular Value Decomposition
for Collaborative Filtering




NON-NEGATIVE MATRIX
FACTORIZATION



Implicit Feedback Datasets

* What information does a five-star rating contain?

WO W WW
* Implicit Feedback Datasets:
— In many settings, users don’t have a way of expressing dislike for an
item (e.g. can’t provide negative ratings)
— The only mechanism for feedback is to “like” something
* Examples:
— Facebook has a “Like” button, but no “Dislike” button
— Google’s “+1” button
— Pinterest pins

— Purchasing an item on Amazon indicates a preference for it, but
there are many reasons you might not purchase an item (besides

dislike)
— Search engines collect click data but don’t have a clear mechanism
for observing dislike of a webpage

Examples from Aggarwal (2016)



Non-negative Matrix Factorization

Constrained Optimization Problem:

1
U,V = argmin = ||R — UV 7|2
UV 2

S.t. Uz'j >0
s.t. V;, >0

Multiplicative Updates: simple iterative
algorithm for solving just involves multiplying a
few entries together



Summary

* Recommender systems solve many real-
world (*large-scale) problems

* Collaborative filtering by Matrix
Factorization (MF) is an efficient and
effective approach

* MF is just another example of a common
recipe:
1. define a model

2. define an objective function
3. optimize with SGD



