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Reminders

• Exam Tonight!
–Time: 80 minutes at 7 pm 
–Covered Material: Lectures 1 – 15 (same as Quiz 1 – Quiz 4)
–You may bring one sheet of notes (front and back)
–Format of questions: Unlike the Quiz questions, which

were all multiple choice, Exam questions will include
open-ended questions as well
–We are using two rooms, so please check Piazza for seat

assignment
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REASONING MODELS
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Chain-of-Thought Prompting
• Asking the model to reason about its answer can improve its performance for 

few-shot in-context learning
• Chain-of-thought prompting provides such reasoning in the in-context examples
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Figure from http://arxiv.org/abs/2201.11903

Recall…



Chain-of-Thought Prompting
• Asking the model to reason about its answer can improve its performance for 

few-shot in-context learning
• Chain-of-thought prompting provides such reasoning in the in-context examples
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Figure from https://arxiv.org/pdf/2205.11916.pdf

• But the model does 
better even if you 
just prompt it to 
reason step-by-step

Recall…



Example Reasoning Problem
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Answer:Question:



Example Reasoning Problem
Thinking:
First, what is going on here?

We are given:

First, an example:

"oyfjdnisdr rtqwainr acxz mynzbhhx -> Think step by step"

We can see that when "oyfjdnisdr rtqwainr acxz mynzbhhx" is 
transformed to "Think step by step"

Our task is: Use the example above to decode: "oyekaijzdf 
aaptcg suaokybhai ouow aqht mynznvaatzacdfoulxxz"

So the first part is to figure out how "oyfjdnisdr rtqwainr acxz 
mynzbhhx" is decoded into "Think step by step"

…
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Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…
Observation 1: The phrase "Think step by step" is 18 letters 
(excluding spaces) . Let's count the letters.

Plaintext: Think step by step

First word: Think (5 letters)

Second word: step (4 letters)

Third word: by (2 letters)

Fourth word: step (4 letters)

Total letters in plaintext: 5 + 4 + 2 + 4 = 15 letters

Hmm.
….
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Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…

Similarly, let's count the letters in "oyfjdnisdr rtqwainr acxz 
mynzbhhx"

First, break down the letters:

Ciphertext letters: o y f j d n i s d r r t q w a i n r a c x z m y n z b h h x

Total letters: Let's count the letters in the ciphertext.

First word: oyfjdnisdr (10 letters)

Second word: rtqwainr (8 letters)

Third word: acxz (4 letters)

Fourth word: mynzbhhx (8 letters)

Total letters in ciphertext: 10 + 8 + 4 + 8 = 30 letters
…

12
Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…
Given the time constraints, perhaps the easiest way is to try to see 
patterns.

Option 1: Try to find mapping from letters to letters.

Do any letters match?

First, let's write down the ciphertext and plaintext letters on top of 
each other.

Ciphertext: o y f j d n i s d r r t q w a i n r a c x z m y n z b h h x

Plaintext: T h i n k s t e p b y s t e p

Wait a minute.

I think maybe there is an anagram or substitution cipher here.
…
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Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…
Check the number of letters.

First ciphertext word: oyfjdnisdr (10 letters)

First plaintext word: Think (5 letters)

Hmm.

…

Interesting.

It seems that the ciphertext words are exactly twice as long as the 
plaintext words.

(10 vs 5, 8 vs 4, 4 vs 2, 8 vs 4)

Idea: Maybe we need to take every other letter or rebuild the plaintext 
from the ciphertext accordingly.

Let's test this theory.
…
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Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…

Now, what's the mapping from "oy" to 'T'?

Is there a way to map 'oy' to 'T’?
…
Option 1: Sum of the letters.

Convert letters to numbers (A=1, B=2, ..., Z=26)

So let's try to get to 'T' from 'o' and 'y'

o = 15

y = 25

Sum: 15 +25 = 40

But 'T' is 20.
…
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Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
Thinking:
…

So the message so far is

'THERE ARE THREE RS IN'

And then 'STRAWBERRY'

Wait, let's put the words together:

'THERE ARE THREE Rs IN STRAWBERRY'

I think 'RS' is 'R's', meaning 'Rs'

So the message is:

'THERE ARE THREE R'S IN STRAWBERRY'

Which is true.

So the decoded message is:

"THERE ARE THREE R'S IN STRAWBERRY”
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1276 lines later

Example from https://openai.com/index/learning-to-reason-with-llms/



Example Reasoning Problem
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• OpenAI o1 chose not to 
release the “Thinking” 
output

• Instead, they released a 
summary of that output.

Example from https://openai.com/index/learning-to-reason-with-llms/



Self-Taught Reasoner (STaR)
• Data:
– rationale examples (human annotated, small 

quantity)
– problems without rationales (large quantity)

• Repeat:
– bootstrap rationale training data:
• use ICL with a few rationale examples
• generate rationales for problems without
• if generated answer is wrong, then try to 

regenerate a rationale that leads to a 
correct answer

– fine-tune on all rationales that led to correct 
answers
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Figure from http://arxiv.org/abs/2203.14465 



AIME Dataset
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Figure a nd text from https://huggingface.co/datasets/Maxwell-Jia/AIME_2024/viewer/default/train?views%5B%5D=train&row=0



OpenAI o1
• The o1 model was trained with 

Reinforcement Learning to generate chain-
of-thought style rationales for its answers

• These rationales (referred to as Thinking 
tokens) were hidden from the user, and a 
summary of the Thinking tokens was 
presented instead

• At train time: the compute could be 
increased by performing more 
reinforcement learning

• At test time: the compute could be 
increased by spending more time thinking
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Figure from https://openai.com/index/learning-to-reason-with-llms/

• Result 1: more train time compute 
leads to higher accuracy on 
reasoning problems



OpenAI o1
• The o1 model was trained with 

Reinforcement Learning to generate chain-
of-thought style rationales for its answers

• These rationales (referred to as Thinking 
tokens) were hidden from the user, and a 
summary of the Thinking tokens was 
presented instead

• At train time: the compute could be 
increased by performing more 
reinforcement learning

• At test time: the compute could be 
increased by spending more time thinking
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Figure from https://openai.com/index/learning-to-reason-with-llms/

• Result 2: more test time compute 
leads to higher accuracy on 
reasoning problems



OpenAI o1
• The o1 model was trained with 

Reinforcement Learning to generate chain-
of-thought style rationales for its answers

• These rationales (referred to as Thinking 
tokens) were hidden from the user, and a 
summary of the Thinking tokens was 
presented instead

• At train time: the compute could be 
increased by performing more 
reinforcement learning

• At test time: the compute could be 
increased by spending more time thinking
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Figure from https://openai.com/index/learning-to-reason-with-llms/

Q: Why is this description so vague 
and non-technical?

A: Because OpenAI only released a 
blog post, and this is about the 
sum total of what it said



OpenAI o1
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Figure from https://openai.com/index/learning-to-reason-with-llms/

Across a variety of 
math, reasoning, 
commonsense, 
coding, etc. 
problems o1 
improves over 
gpt4o



• The closed 
source model 
(o1) was clearly 
superior than any 
open source 
models

• So we waited for 
the open source 
models to catch 
up…

24



DeepSeek-R1-Zero and DeepSeek-R1
• Enter DeepSeek-R1…
• This open source and 

open weight model 
is 671B parameters 

• It is a carefully tuned 
version of the base 
model DeepSeek-V3

• And it achieves 
comparable 
performance to o1
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Figure from http://arxiv.org/abs/2501.12948



PPO vs. GRPO
• DeepSeek-Math came before DeepSeek-R1 and introduced the idea of GRPO
• GRPO is an RL algorithm akin to PPO, but it greatly reduces the memory 

requirements by removing the need for a Value Model

26
Figure from http://arxiv.org/abs/2402.03300



PPO vs. GRPO
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Figure from http://arxiv.org/abs/2402.03300



PPO vs. GRPO
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Figure from http://arxiv.org/abs/2402.03300



DeepSeek-R1-Zero
Training method:
• Trained entirely via Reinforcement Learning (RL) 

without any supervised fine-tuning (SFT).
• Started with a pretrained base model (DeepSeek-

V3-Base), then used RL without human 
preferences to drive learning.

• Relied on a pure RL pipeline, making it one of the 
first large-scale demonstrations of RL-only training 
in LLMs.

• Aimed to explore whether reasoning abilities can 
emerge solely through RL, without labeled 
datasets.
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Figure from http://arxiv.org/abs/2501.12948



DeepSeek-R1-Zero
Reward model:
• Did not use a neural reward model
• Instead just defined a rule-based reward model consisting of two parts: 
– Accuracy rewards: did the model answer the question correctly?
– Format rewards: did the model adhere to the prompt template?
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Figure from http://arxiv.org/abs/2501.12948



DeepSeek-R1-Zero
Results:
• On AIME, the longer the 

model is trained with RL, 
the better the 
performance becomes

• Eventually it surpasses o1 
performance
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Figure from http://arxiv.org/abs/2501.12948



DeepSeek-R1-Zero
Results:
• Gradually the model 

learns to use longer and 
longer sequences of 
Thinking tokens

• This is accomplished 
purely through the RL 
objective

• There is no direct action 
taken to increase 
reasoning length
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Figure from http://arxiv.org/abs/2501.12948



DeepSeek-R1-Zero
Problems:
• Poor readability (e.g. 

humans don’t really 
understand what it’s 
saying)

• Language mixing (e.g. 
English and Chinese 
muddled into a pidgin 
language)

33
Figure from http://arxiv.org/abs/2501.12948



DeepSeek-R1
Training method:
• Built on R1-Zero with a hybrid training strategy:

• This two-stage pipeline addressed the shortcomings (e.g. repetition, 
language mixing) observed in R1-Zero.

• Emphasized improved readability, coherence, and task accuracy due to 
the incorporation of SFT before RL.
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Figure from https://huggingface.co/blog/NormalUhr/deepseek-r1-explained
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Why is interpretability hard?
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• Superposition is a major problem
–"Features" rarely activate in a single location in the 

network
–Activations for a human-interpretable feature is 

almost always distributed across many, many 
location within the network, e.g. across heads, 
across MLP neurons, across layers
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