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Goal Features

Classify 60-second intervals of multi-party meetings as one of: Per 60-second interval:

{pY proportion of time each participant vocalizes,
{ Z, containing involved speech, or ranked In descending order of magnitude

—Z, not containing involved speech. {o’} proportion of time spent in simultaneous vocalization (overlap),

L ranked In ascending order of degree of overla
Definitions: J J P

TP single coefficient of interpolation between logistic vocal interaction
J model and randomness

emotional
activation

e

iInvolvement (Wrede & Shriberg, 2003)

(TPSY per-participant coefficients of interpolation between logistic vocal interaction

region with model and randomness, ranked in descending order of magnitude

Involved speech

(multiple definitions exist)

hotspot

Involvement hotspots are considered important for conversation understanding. Classification Results on E VALSET

» Guessing randomly (TRAINSET prior): 61.23%

Data: ICSI Meeting Corpus (Janin et al, 2003) ~ Guessing majority class (TRAINSET prior): 73.67%

» LiInear-kernel SVM classification
» model training with TRAINSET
» feature selection with DEVSET
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P (I) = 0.263 P (I) = 0.339

1. All feature type and segmentation type combinations (except one) lead to
accuracies which exceed majority class guessing.

2. Improvement in accuracy as increasingly smaller subsets of all laughter are used,
S C SuL O L O Ly O 8SNL.

3. Static features frequently outperform dynamic features.
4. Feature combination results in improved performance.

5. All feature and segmentation types: 84.0% = 39.2% relative reduction of
error.

Corpus includes:

1. reference segmentation of speech (Shriberg et al, 2004)
2. reference segmentation of laughter (Laskowski & Burger, 2007)
3.reference segmentation of involved speech (Wrede et al, 2005)

Segmentation Types
Comparison with Human Performance on E ~ VALSUBSET

Involved speech shown in red for comparison.

Utterance-level agreement:

excerpt from Bed010, 1200 — 1300 s excerpt from Bed010, 2600 — 2700 s 1. pilot baseline study (Wrede & Shriberg, 2003)
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» three-way distinction: INVOLVED versus RAISED VOICE versus NEITHER
» Same data as used here (EVALSUBSET)
» 2 raters: v = 0.58
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» two-way distinction: CONTAINING INVOLVED SPEECH Or NOT CONTAINING INVOLVED SPEECH
» human-human agreement: x = 0.68
» System-human agreement: « € [0.57, 0.59]

meolo o .I|| """"" 1l .l. || I Illl. IIIII | | Iy | Il"“.l Ill““ll |IIIII|“lllll“lll“ll“lll" .I.II » difference Ax =~ 0.1 similiar In magnitude to utterance-level native & non-nat ve
004l | | | | | | o 004—"'Iz 4444444 Iim =E 1 W 1-
045 - ;I I | |.III| " | 0045 - |..I||||I|-. ,,,,,,,, I|""| ______ | i ||||||.| agreement
meol2l 3 I DU S (][ [E ) S neorz- W1 SN [ SRR
S U L me003 - 444444 IIIIIIII..I.III'.I 44444444 .......... I ______ .......... me003 - || ...... II 444444 .......... .......... .......... 4444444444 .......... ..... I ..........
mno36L - - S S o S o .......... .......... .......... mno36 L - I 4444444444 I. ..... .l .......... I ........ .I .......... | ..... -_
mn 015I.I.II| ......... ......... .......... ........ ” 44444444 ......... .......... .......... mnolsk - - 4444444444 I ..... ......... .......... .......... ......... ......... ..... I|I. ........ ConCIUSIonS

| | | | | | |
1200 1210 1220 1230 1240 1250 1260 1270 1280 1290 1300

1. Baseline (majority class guessing) accuracy: /3.67/%
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between speech and laughter: 80.1% (24%rel reduction of error)
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