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Goal

Classify 60-second intervals of multi-party meetings as one of:

{

I, containing involved speech, or
¬I, not containing involved speech.

Definitions:

involvement ≈
emotional
activation

(Wrede & Shriberg, 2003)

hotspot
.
=

region with
involved speech

(multiple definitions exist)

Involvement hotspots are considered important for conversation understanding.

Data: ICSI Meeting Corpus (Janin et al, 2003)

TRAINSET
29 meetings
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DEVSET
31 meetings
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15 meetings

3095 intervals

P (I) = 0.263 P (I) = 0.271

P (I) = 0.339P (I) = 0.263

25.7 hours 27.5 hours

13.1 hours 8.9 hours

Corpus includes:

dummy
1. reference segmentation of speech (Shriberg et al, 2004)
2. reference segmentation of laughter (Laskowski & Burger, 2007)
3. reference segmentation of involved speech (Wrede et al, 2005)

Segmentation Types

Involved speech shown in red for comparison.

excerpt from Bed010, 1200 − 1300 s excerpt from Bed010, 2600 − 2700 s
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voiced
laughter

LV

1200 1210 1220 1230 1240 1250 1260 1270 1280 1290 1300

mn015

mn036

me003

me012

me045

fe004

me010

2600 2610 2620 2630 2640 2650 2660 2670 2680 2690 2700

mn015

mn036

me003

me012

me045

fe004

me010

S ∪ L

1200 1210 1220 1230 1240 1250 1260 1270 1280 1290 1300

mn015

mn036

me003

me012

me045

fe004

me010

2600 2610 2620 2630 2640 2650 2660 2670 2680 2690 2700

mn015

mn036

me003

me012

me045

fe004

me010

S ∩ L

1200 1210 1220 1230 1240 1250 1260 1270 1280 1290 1300

mn015

mn036

me003

me012

me045

fe004

me010

2600 2610 2620 2630 2640 2650 2660 2670 2680 2690 2700

mn015

mn036

me003

me012

me045

fe004

me010

Features

Per 60-second interval:

proportion of time each participant vocalizes,{pV
j }

ranked in descending order of magnitude

proportion of time spent in simultaneous vocalization (overlap),{oV
j }

ranked in ascending order of degree of overlap

single coefficient of interpolation between logistic vocal interactionT PI
j model and randomness

per-participant coefficients of interpolation between logistic vocal interaction{T PS
j }

model and randomness, ranked in descending order of magnitude

Classification Results on E VAL SET

dummy

◮ Guessing randomly (TRAINSET prior): 61.23%
◮ Guessing majority class (TRAINSET prior): 73.67%

◮ Linear-kernel SVM classification
◮ model training with TRAINSET

◮ feature selection with DEVSET

Feature Type
Segm.

Static Dynamic
Type

{pV
j } {oV

j } {T PI
j } {T PS

j }
all

S 75.2 73.9 75.3 73.5 75.5

S ∪ L 77.7 80.1 77.1 76.5 80.0

L 80.6 81.2 80.8 75.5 80.0

LV 81.4 82.1 81.6 75.9 81.9

L ∩ S 83.0 82.1 78.1 79.0 84.2

all 83.4 82.6 82.7 75.4 84.0

Observations:

dummy

1.All feature type and segmentation type combinations (except one) lead to
accuracies which exceed majority class guessing.

2. Improvement in accuracy as increasingly smaller subsets of all laughter are used,

S ⊆ S ∪ L ⊇ L ⊇ LV ⊇ S ∩ L .

3.Static features frequently outperform dynamic features.
4.Feature combination results in improved performance.
5.All feature and segmentation types: 84.0% ≡ 39.2% relative reduction of

error.

Comparison with Human Performance on E VAL SUBSET

Utterance-level agreement:

dummy

1.pilot baseline study (Wrede & Shriberg, 2003)
◮ two-way distinction: INVOLVED versus NOT-INVOLVED

◮ similar but smaller dataset than here
◮ 5 native english-speaking raters: κ = 0.63
◮ 3 non-native english-speaking raters: κ = 0.52

2.baseline study (Wrede & Shriberg, 2005):
◮ three-way distinction: INVOLVED versus RAISED VOICE versus NEITHER

◮ same data as used here (EVALSUBSET)
◮ 2 raters: κ = 0.58

“60 second interval”-level agreement:

A B ref hyp

A 0.68 0.84 0.59

B 0.68 0.83 0.57

ref 0.84 0.83 0.54

hyp 0.59 0.57 0.54

dummy

3.current study , using EVALSUBSET
◮ two-way distinction: CONTAINING INVOLVED SPEECH or NOT CONTAINING INVOLVED SPEECH

◮ human-human agreement: κ = 0.68
◮ system-human agreement: κ ∈ [0.57, 0.59]
◮ difference ∆κ ≈ 0.1 similiar in magnitude to utterance-level native & non-nat ive

agreement

Conclusions

dummy

1.Baseline (majority class guessing) accuracy: 73.67%
2.Automatic system accuracy: 84.0% (39.%rel reduction of error)
3.Of explored features, static laughter features far more relevant than any speech

features.
4.Ceiling accuracy using vocal activity detection systems which do not distinguish

between speech and laughter: 80.1% (24%rel reduction of error)
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