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Goal & Approach Questions Findings Conclusions & Impact

1.Can the current 32 ms instantaneous
prosodic feature vector and 8 ms
frame step be extended to the
decoder frame step of 100 ms,
without negative impact on DA

recognition performance?

1.A larger frame size (256 ms)
iImproves DA classification only:
—— mean DA F: +2.5%abs
—— boundary F: —0.2%abs

Text-independent dialog act (DA)
segmentation and classification
IN privacy-sensitive settings.

|. Significant iImprovements in
text-independent HMM-based DA
recognition can be achieved with
longer audio frames (256 ms vs
32 ms) and feature stacking (1 s).

Il. Improvements observed despite
the resulting much smaller
amounts of training material.

lll. Non-target-speaker prosody
Improves DA segmentation.

FUTURE WORK: Does non-target-
speaker prosody Improve over only
non-target-speaker speech activity?

cannot compute ASR features

_ 2. Target-speaker prosodic context
— no words or word boundaries

(1 s) improves DA recognition:
—— mean DA F: +1.7%abs
—— boundary F: +4.0%abs

2. Does feature-space combination with
temporally adjacent features from the
target participant improve DA
recognition?

HOW?

3.Non-target-speaker prosodic
context (1 s) improves DA
segmentation only:
—— mean DA F:. —1.5%abs
—— boundary F: +1.8%abs

e anchor feature computation to
unrecognized speech

e construct an acoustic ASR-like
decoder, whose states are

e not phonemic sub-segments
e but prosodic sub-phrases

3. Does feature-space combination with
temporally adjacent features from
non-target participants improve DA
recognition?

Experiments on ICSI Meeting Corpus, EVALSET (11 meetings)

Techniques

Baseline (BL) Experiment 1
32ms/8ms 256 ms /100 ms 256 ms /100 ms
Have: (12.5 frames) (1 frame) (11 frames)

e hidden Markov model decoder g-Opt c-Opt g-Opt c-Opt g-Opt c-Opt
e 100 ms frame step, 100 ms frame size DA Types

Experiment 2 Experiment 3
256 ms /100 ms
(w/ non-target)

%rel, BL g-Opt c-Opt

e specialized topology (split-and-merge talkspurts)
e 3 DA types
e 3 DA boundary types
e Instantaneous, frame-level prosodic features
e 8 ms frame step, 32 ms frame size
loudness (2): log-energy, delta-log-energy
speaking rate (2): cosine-Mel-energy, cosine-log-Mel-energy
voice quality (1): max-norm-autocorrelation
iIntonation (7). fundamental frequency variation (FFV) coefficients

Want to model prosodic context:

e decoder frame step = feature computation frame step
e consider adjacent target-speaker prosody
e consider adjacent non-target-speaker prosody
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