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ABSTRACT 

Predictive algorithms are a critical part of the ubiquitous 
computing vision, enabling appropriate action on behalf of 
users. A common class of algorithms, which has seen 
uptake in ubiquitous computing, is supervised machine 
learning algorithms. Such algorithms are trained to make 
predictions based on a set of features (selected at training 
time). However, features needed at prediction time (such as 
mobile information that impacts battery life, or information 
collected from users via experience sampling) may be 
costly to collect. In addition, both cost and value of a 
feature may change dynamically based on real-world 
context (such as battery life or user location) and prediction 
context (what features are already known, and what their 
values are). We contribute a framework for dynamically 
trading off feature cost against prediction quality at 

prediction time. We demonstrate this work in the context of 
three prediction tasks: providing prospective tenants 
estimates for energy costs in potential homes, estimating 
momentary stress levels from both sensed and user-
provided mobile data, and classifying images to facilitate 
opportunistic device interactions. Our results show that 
while our approach to cost-sensitive feature selection is up 
to 45% less costly than competing approaches, error rates 
are equivalent or better. 
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INTRODUCTION 
Online data collection from individuals can provide them 
with personalized, timely predictions at scale and at low 

cost to the data collectors. However, users do not have the 
resources to provide all the information we seek—they 
cannot answer too many questions that may be difficult to 
get answers for, and their mobile devices do not have 
sufficient battery life to provide constant streams of high-
fidelity sensed data. Strategically choosing which feature to 
obtain next from a particular user, depending on previous 
responses, can lower these costs while still making useful 
predictions. We develop an approach to test time Feature 
Ordering with Cost and Uncertainty Score (FOCUS) that 
trades off the expected utility of the next prediction, were 
we to have any of the yet-unanswered feature values, with 
the cost of acquiring that feature. FOCUS sequentially 
requests feature values to make useful, confident 
predictions with the resources users are willing and able to 
provide. 

We validate our approach in the context of three datasets 
drawn from related existing work. The first is a U.S. 
Government-collected dataset about household energy use 
[46]. The second is a research dataset that collected both 
sensed and user-provided data from college students over 
the course of one ten-week academic term, including self-
reports on stress levels [47]. The third is a dataset used to 
validate a mobile application that can identify devices (e.g., 
printers, projectors) in photographs to support lightweight 
opportunistic interaction without forcing users to manually 
install drivers [9]. On all three, we demonstrate that 
prediction quality is not significantly worse than a standard 
fixed-order baseline, while costs are decreased.  

BACKGROUND 

In standard supervised machine learning approaches, a 
predictor is learned from training data and used to make a 
prediction on a test point. It is assumed that the training 
data and test points share a common set of features, but 
labels are provided for only the training data. 

Because labels can be costly to acquire at training time, a 
large body of related work has focused on active learning, 
which strategically selects which unlabeled data to acquire 
labels for, so as to maximize a model’s performance while 
minimizing the cost of data collection [7].  

Alternatively, it may be features that are costly to acquire at 
test time (or, equivalently, prediction time, for deployed 
systems). For application areas where feature computation 
time is a bottleneck at test time (e.g., natural language 
processing (NLP), computer vision), the primary goal of 
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test time feature acquisition is to speed up prediction (e.g., 
[21, 42, 49]). In other domains, there is an allowable test 
time budget of costs other than time, such as user burden of 
providing information (e.g., [12]) or the resulting loss in 
privacy from disclosing information (e.g., [33]).  

Feature selection—i.e., choosing at training time a relevant 
subset of features to include in a model [19]—can 
implicitly cut down on the number of features that must be 
acquired to make a prediction on a new instance at test 
time. However, typically, the main motivations for feature 
selection are (1) avoiding overfitting to the training set in 
high-dimensional problems and (2) generating interpretable 
models. Some past work (e.g., [1]) has approached training-
time feature selection with the goal of reducing test time 
prediction costs. Other researchers have pointed out that the 
optimal budget-constrained set and/or number of features to 
acquire likely depends on each particular instance. Thus, 
there is a need for test time, dynamic feature selection.  

Cost & order at training time; # at test time 

One approach to test time feature selection is learning 
sequences of features to add. For example, Strubell et al. 
[42] learn an ordering of features at training time through 
the use of prefix scores that capture the prediction margin 
(i.e., how much more confident the classifier is in the 
correct prediction than any other). At test time, they then 
acquire features in this order, computing prefix scores at 
each stage until some label is predicted above all others by 
a specified margin. They apply this technique to several 
problems in NLP (part-of-speech tagging, dependency 
parsing, and named-entity recognition). A related method is 
classifier cascades and trees [51], which learn at training 
time cost-sensitive trees or cascades, where each node is a 
classifier. At test time each instance is passed through the 
tree or cascade, evaluating additional features as 
necessitated by the tree structure.  

While these approaches dynamically decide how many 

features to acquire in an instance-specific fashion at test 
time, they do not determine an instance-specific order in 
which features are acquired at test time. As a result, such 
methods may have to obtain more features than would be 
necessary to adequately predict any given instance, just to 
get the relevant features for that particular instance.  

Cost at training time; # & order at test time  

A more flexible approach is to decide both order and 

number of features to acquire at test time. Across several 
domains, test time feature selection has been modeled as a 
Markov decision process (MDP) (e.g., [20, 21, 39, 41, 49]). 
Generally, these methods consider the set of features 
acquired thus far to be the states of the MDP, the decision 
of which feature to acquire next as the action, with a reward 
function that reflects how much the inclusion of the next 
feature improves the prediction (potentially with a penalty 
on feature cost). They then learn a policy that chooses 
which action to take (i.e., feature to add) based on the 

current state (i.e., current known set of features), from a set 
of training data (e.g., [20, 21, 39, 49]).  

This is a fairly general approach that has been used quite 
widely. For example, Shi et al. [41] take a similar approach 
to the problem of constructing heterogeneous sampling 
algorithms, by considering reward as the improvement in 
conditional log-likelihood of the label given the sample. 
Similarly, in the domain of recommender systems, the so-
called “cold start problem” [26] is improved by eliciting the 
most relevant preferences from the user to minimize burden 
(e.g., [18, 43]). This is often done by learning a decision 
tree from training data that can be used at prediction time to 
decide what sequence of ratings to request (e.g. [18]). A 
limitation of such approaches is that they use training data 
to determine how to ask questions (even if the sequence of 
features depends on previously provided answers); this 
approach can be inappropriate for a test sample with 
behavior very different from the training set. 

Cost & # & order at test time  

Finally, there are methods that determine a feature order at 
test time, using the expected quality of the subsequent 
prediction to decide which feature to acquire next. For 
example, Pattuk et al. [33] formulate a privacy-aware 
dynamic feature selection algorithm for classification that 
sequentially chooses features for a test instance, according 
to which will most increase the expected confidence of the 
next prediction, as long as including that feature does not 
violate a privacy constraint. This work is most responsive to 
the test time situation. However, it does not address 
regression, and because its cost metric is defined 
mathematically by the currently-known features (i.e., 
conditional entropy), the method cannot take context-
dependent costs into account. 

This paper presents a generalization of preliminary work 
focused on adaptive survey design, particularly for 
personalized predictions [12]. The dynamic question 
ordering (DQO) algorithm presented in that work is 
designed to minimize the prediction interval width in the 
context of regression and was applied to the energy use 
dataset also presented in this paper. This publication 
presents FOCUS (Feature Ordering with Cost and 
Uncertainty Score), an extension of DQO that (1) uses 
metrics for cost rather than just assigning a binary value 
(low or high), (2) accounts for costs that may change 
dynamically based on context, (3) supports a wider variety 
of supervised machine learning algorithms, and (4) 
validates the approach in multiple datasets rather than just 
one.  

Summary of key attributes 

Table 1 summarizes these related works and highlights 
desired qualities in a test time feature acquisition algorithm. 
A full consideration of the issues would accommodate a 
variety of prediction algorithms. 



 

 

Table 1’s Column 1 (Prediction Problem) shows that 
algorithms may predict discrete values (classification) or 
continuous values (regression); the majority of past work 
has focused on classification alone. In the Cost Metric 
column, we see that algorithms may assume that all features 
have equal cost, or they may allow different features to 
have different costs, which we refer to as feature-specific 

costs. Next, algorithms vary on what is done at Test Time 
rather than training time. The optimal number of features 
needed, the order of features, and the cost of features may 
all be determined at test time. If cost is determined at test 
time, algorithms may be able to consider context-dependent 

costs. For example, in a system that makes medical 
diagnoses and can request tests (e.g., [16]), it will be less 
costly to request an invasive biopsy if a surgery is already 
scheduled in that area. None of the related works we 
identified support context-dependent cost metrics. The 
Utility Function used to determine the value of a feature 

also varies. Examples for feature “quality” include 
subsequent prediction accuracy (e.g., [21, 41, 49, 51]) and 
subsequent prediction uncertainty (e.g., [33]). Finally, the 
Domain column shows where each relevant approach was 
applied. 

An ideal solution would accommodate a variety of 
prediction algorithms, allow for feature-specific and 
context-dependent costs, and support multiple options for 
prediction utility when requesting information to refine a 
prediction. Delaying the order determination until test time 
(rather than learning it from training data) is a requirement 
for context-dependent costs (since they are not known until 
test time). 

OVERVIEW OF FOCUS 

We present an algorithm, FOCUS, that has all of these key 
properties. We build on the DQO algorithm [12] and extend 
it to include classification and richer metrics for feature 
costs, including context-dependent costs which are not 
evaluated until test time. A basic assumption of our 
approach is that it is being applied in the context of 
supervised machine learning. In addition, we assume that 
feature cost is only an issue at test (or more generally 
deployment) time—at training time, the complete set of 
features associated with each label is assumed to be 
available. Finally, although not required, our approach 
benefits from a prediction algorithm that is robust to 
making predictions when not all features are available 
(predictions on partial information).  

As shown in Figure 1, FOCUS operates iteratively at test 
time. Given an instance with known (dark green) and 
unknown (white) features, it first calculates the expected 
value of a feature (Step 1) for all features that are not 
known. Next it calculates the best next feature by 
optimizing a function that combines the prediction value of 
each feature with its cost (Step 2). The new feature is 
acquired (Step 3) and the process repeats. At any iteration, a 
prediction can be made. 

Whether or not the prediction at each step is shown to the 
user will depend on the application. For example, if the 
application is gathering information from sensors with no 
user input, it does not make sense to display the sequential 
predictions to the user. In this case the algorithm may stop 
when costs become too high, all features are acquired, or 
accuracy achieves a certain threshold. This can be 
determined on an application-by-application basis. On the 
other hand, if the user is answering questions to get a 
personalized prediction, then showing them the partial 
predictions can keep them engaged in answering questions 
and help them to decide if continuing to answer questions is 
valuable to their goals. 
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FOCUS 

C,R FS C/O/# U 
Ubicomp/ 
Mobile/ 
Energy 

[20] C FS X M — 

[21] C X X A NLP 

[42] C X # M NLP 

[41] 
C X X A 

Structured 
prediction 

[49] 
C FS # A 

Structured 
prediction 

[51] C FS X A LTR, MNIST 

[39] 
C FS O/# M 

Knowledge-on-
Demand 

[33] 
C FS O/# U 

Information 
disclosure 

[36] C FS # A — 

[18,43] 
C X X A 

Recommender 
Systems 

Table 1 A summary of previous work in test time feature 
acquisition and our method (FOCUS, top row). The aspects of test 
time feature selection we compare are: whether the type of 
prediction problem is classification (C) or regression (R); whether 
the cost metric for features is Feature-Specific (i.e., different 
features can have different costs; X means no cost metric); what is 
determined at test time (Cost, Order, # of features); the utility 
function used (Accuracy or Uncertainty or Margin from next 
closest class); in what domains the algorithm has been applied. 

 



 

 

The FOCUS Algorithm 

FOCUS assumes that a model trained on all feature values 
is available and that, for a new test point, we want to 
provide the best (and lowest cost) prediction possible, given 
that feature values are costly to acquire. As shown in Figure 
1, FOCUS sequentially estimates the value of each feature 
(Step 1) and selects a next feature to ask (Steps 2 and 3).  

Calculating the Utility of a Feature f 

In Step 1 of FOCUS, the expected utility of a feature is 
calculated. Since the true next prediction uncertainty 
depends on the actual value for the next feature that is 

acquired, we cannot directly calculate �������. However, 
we can break this down into two parts.  

Calculating	����, the prediction utility for a specific 
possible value of feature f, depends on the exact nature of 

the prediction problem. ����	takes as input a feature vector 
containing the known features plus a hypothetical value r 

for feature f. Typically, utility is calculated by making a 
partial prediction using those values and estimating 
prediction accuracy, uncertainty, etc.  

This is repeated for all values r that are in the range of 
potential values R for f (Step 1 of Figure 1). If a feature is 
continuous, we pick bins appropriate for the values that 
appear in the training set, and then the midpoint for each 
bin for feature f is used as the set of values f can take on.  

There have been several approaches to making predictions 
under partial information, and FOCUS is compatible with 
any of them. Reduced-feature models use only features 
whose values are known in making predictions; these 
models may be calculated at training time (e.g., [51]) or 
dynamically constructed at test time (e.g., [17]). Another 
option is to impute missing values and use the full-feature 
model on the combination of known and estimated features 
to make a prediction. Hybrid approaches combine reduced-
feature modeling with imputation (e.g., [38]). However, in 
the end, FOCUS is agnostic about how predictions are 
made and how U is defined. 

Calculating the Expected Prediction Utility of a Feature f 

Given a way to calculate	����, ������� can easily be 
defined. We calculate the expected utility of a prediction 
that includes feature f by taking a weighted average of the 
utility calculated for each possible value of f: 

 

where p(zf = r), the probability that the f-th feature’s value 
is r, is calculated empirically from the training set, and the 
notation zf:=r means that the f-th component of feature 
vector z is replaced with the value r. 

This process is then repeated for all unknown features. 

Optimizing for the Best Next Feature 

In its middle step (for each iteration), FOCUS optimizes for 
utility of the next feature, penalized by the cost of that 
feature. Our selection rule, illustrated in Step 2 of Figure 1, 
trades off the expected utility of the next prediction, for 
each candidate feature, with the cost of that feature: 

where ������� is the expected utility calculated in Step 1 
of FOCUS, and λ controls how much weight we give to the 
cost c for each feature.  

As with utility, cost is calculated in a problem-specific 
fashion, based on the feature vector of currently known 
features. This allows the cost function to consider context-
dependent information such as the values of other features 
that are already known. Cost could be measured in time 
necessary to acquire a feature, either computationally or 
due to dependencies; direct impact on the user such as 
interrupting her to ask a question; or indirect impact on the 
user such as drawing down the battery life of her phone.  

VALIDATION 

To demonstrate the usefulness of FOCUS for cost-effective 
interactive predictions, we implement it for several 
prediction algorithms and applications. First, we consider 
the case of providing personalized energy estimates for 
prospective tenants, where feature cost reflects how much 
effort a user must exert to provide answers about their 
energy-consuming habits and their new potential home. 
Next, we use FOCUS to make momentary predictions of 
stress in college students, where feature cost includes 
battery drain from turning on mobile sensors and the cost of 
interrupting the user to ask for feature values. In this 
example, we also consider context-dependent costs (the cost 
of turning on a sensor at the expense of draining the battery 
is not an issue when the phone is charging). Finally, we 
apply FOCUS to the classification problem of identifying 
devices in photos to support opportunistic interactions with 
low user burden. 					��	�
�� = 	∑ 
��
 = ��	��
≔���∈� ,             Equation 1 

   

Figure 1 FOCUS iteratively increases the set of known features. Step 1: Given a set of known features, it first calculates the expected 
prediction value and cost of acquiring each unknown feature. This is repeated for all unknown features. Step 2: FOCUS optimizes for 

the best combination of prediction value (as calculated in Steps 1 and 2) and cost. Step 3: The best next feature is acquired. Now a 
prediction can be made, or FOCUS can repeat this process. 

K (known features) 

··· ··· 
Acquire new feature 

··· ··· 
1 

))]([(argmin*
f

cfUf
Kf

λ+Ε−←
∉
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··· ··· Ε[U( f )]

Calculate weighted average of outcomes for all values of f 
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predic on value and cost (      ) using 
2 3 
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For each of these applications, we compare the quality of 
successive predictions obtained with FOCUS, with a variety 
of cost penalties λ, to that of a fixed-order baseline, which 
we call Fixed Selection. This baseline acquires features in 
the order of forward selection [45] on the training data 
(resulting in an identical ordering for all samples). Finally, 
we implement an Oracle that chooses the next best feature 
to acquire according to the minimum true utility of the next 
prediction, rather than the expected utility, as in Equation 2.  

In all three applications, we use imputation to predict with 
partial features as follows: Using kNN [8], restricted to the 
features that are already known, we find the k points in the 
training set that are nearest to the test point. We estimate 
the value for each unknown feature in the test point as the 
mean or mode of that feature in the k nearest neighbors.  

We optimize for prediction certainty in each of our 
validation datasets due to past work demonstrating the 
importance of providing people with certainty of 
predictions to help them make decisions (e.g., [22]). 
Prediction certainty is available in most prediction 
algorithms and reflects how likely the true value is to 
coincide with the estimated value. For example, in 
regression, a prediction interval width indicates the range of 
values the true value is likely to fall within [48]. A narrower 
prediction interval corresponds to a more certain prediction. 
For classification, certainty can often be formulated as 
distance from the decision boundary. Other example 
metrics for prediction certainty are discussed in more detail 
in the applications in the next section. Using this metric, we 
can estimate certainty of the next prediction, if a feature 
were available. In our equation for test-time feature 
ordering (Equation 2), certainty is easily replaced with 
other metrics (e.g., prediction error).  

Metrics for Prediction Quality 

Our validation considers prediction certainty, error, and 
cost. Certainty and cost are defined as part of our 
optimization problem. For error, we use mean absolute 
error for regression and zero-one loss for classification (i.e., 
a sample incurs an error of 0 if its predicted value matches 
the true value and 1 otherwise) to compare our successive 
predictions to the true values. This is a conservative metric 
for error since it compares only a single predicted value to 
the true value (rather than taking into account the 
uncertainty associated with the prediction); for example, 
this metric will incur error when the true value is not the 
exact midpoint of a prediction interval, even when the true 
value does lie within the prediction interval. 

Figure 2 illustrates the cost savings of FOCUS (solid lines) 
over the baseline (dashed lines) when various numbers of 
additional features have been provided for each of our three 
validation applications. The left plot shows that, as the cost 
penalty λ increases, the cost savings of FOCUS over the 
baseline also increases. As expected, increasing the cost 
tradeoff parameter λ favors asking inexpensive features near 
the beginning of the test time feature acquisition process. 
The right plot in Figure 2 shows that, for a fixed λ and with 
increasing numbers of additional features, FOCUS also 
maintains its cost advantage over the baselines, for all three 
applications.  

To summarize the trajectories of prediction cost, 
uncertainty, and error, we calculate areas under the curve 
for each of the metrics as each feature is added. Smaller 
values are better because they mean the algorithm spent less 
time in high cost, uncertainty, and error. Table 2 lists these 
values for FOCUS with seven different values of cost 
penalty λ, ranging from zero to one, and for the baseline. As 

  

Figure 2 Charts showing impact on cost (y axis) of λ and number of features. (Left) As λ increases, cost savings from FOCUS increase, 
without significant loss of accuracy. Dashed lines show baseline cost performance. (Right) FOCUS (solid lines) ensures that cost increases 

more slowly than the baseline algorithm, with λ =.001. Note that the Student Life and Device ID sets converge because there are only 8 and 
12 total features; RECS converges at 30 features (not shown).  
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expected, due to the two terms in the selection rule 
(uncertainty and cost), cost decreases as the penalty on cost 
increases, and uncertainty tends to increase as the cost 
penalty increases. There is no pattern in how error changes 

as λ  increases. The baseline (Fixed Selection) error is often 
lower than FOCUS; this result is not surprising, due to the 
error-minimizing criterion of forward selection. FOCUS 
with a nonzero λ always has significantly lower cost than 
the baseline. Prediction uncertainty is sometimes lower with 
FOCUS than baseline (particularly for low values of λ). The 
metric that suffers the most with FOCUS, relative to the 
baseline, is error because it was not included in the 
optimization.  

Personalized Energy Estimates for Prospective Tenants 

Selecting energy-efficient homes is important for renters, 
because in many climates energy costs can be a significant 
burden, and the choice of infrastructure influences energy 
consumption far more than in-home behavior [10]. 
However, there is a paucity of information available about 
expected energy costs pre-lease signing. Calling a utility to 
ask about prior costs may give incomplete or misleading 
information (since occupant behavior can influence energy 
usage as much as 100% [35]), and a carbon calculator 
typically requires users to answer (prohibitively) many 
questions that may require considerable research to answer. 
We can lower user burden by (1) learning the relationship 
between household features (home infrastructure and 
occupant behavior) and energy use from established 
datasets, such as the Residential Energy Consumption 
Survey (RECS) [46], and then (2) using FOCUS to 
strategically select which instance-specific features are 
needed to make a confident prediction for a new household.  

Background 

Bottom-up methods for modeling residential energy 
consumption use features of individual households [44]. 
Household features may include macroeconomic indicators, 
as well as occupant-specific features (e.g., [11, 25]). For 

example, Douthitt [11] examines fuel consumption for 
space heating in Canada, using household-specific values 
for occupant demographics, the housing structure, and fuel 
cost. Kaza [25] uses the Residential Energy Consumption 
Survey (RECS) to estimate energy usage from low-level 
housing characteristics, with a quantile regression approach 
to separate the effects of variables on homes with different 
patterns of energy consumption. 

The RECS dataset is our focus as well. RECS consists of 
data from 12,000 households across the United States, with 
energy consumption by fuel type (e.g., electricity, natural 
gas) and around 500 features of each home and its 
occupants. We restrict our use of RECS to electricity 
prediction in a single climate zone where energy 
consumption is variable due to cold weather, giving us a 
subset of 2470 homes.  

Cost Metric  

In Early et al. [12], we assign cost using a three point scale: 
some features are free (available in rental advertisements), 
while the remainder are either low cost (e.g., number of 

 Reason Example Feature 

0 Extractable from listing Number of bedrooms 

1 User probably already knows If someone stays home 
during the day 

2 Might have to check current home Size of TV 

3 Could find in listing or call for easy 
answer 

Washing machine in home 

4 Look up online Year housing unit was built 

5 Easily visible during visit High ceilings 

6 Requires effort to find out during visit Type of glass in windows 

7 Requires visit + look something up Age of heating equipment 

Table 3 Cost categories for RECS dataset. 

Method RECS StudentLife Device ID 

 Cost Uncert. Error Cost Uncert. Error Cost Uncert. Error 

F
O

C
U

S
, 
λ
 =

 

0 1340.251† 41.376
*
 12.457 71.182

*
 22.897 5.770 94.788

*
 1.935 4.815 

.00001 1175.420
*
 41.375

*
 12.444 70.924

*
 22.898 5.769 87.647

*
 1.939† 5.241 

.0001 936.338
*
 41.371

*
 12.649† 70.030

*
 22.898 5.771 87.601

*
 1.940† 5.259 

.001 891.130
*
 41.430

*
 12.578† 66.704

*
 22.899 5.775† 87.638

*
 1.936 5.296† 

.01 885.000
*
 41.446 12.704† 63.303

*
 22.929 5.795† 82.001

*
 1.936 5.463† 

.1 885.000
*
 41.446 12.704† 61.303

*
 22.958 5.800† 80.547

*
 1.936 5.574† 

1 885.000
*
 41.446 12.704† 61.303

*
 22.958 5.800† 80.000

*
 1.926 5.333† 

Baseline 1250.000 41.447 11.722 81.000 22.898 5.705 105.000 1.928 4.796 

Table 2 Areas under the curve for the cost, uncertainty, and error metrics from FOCUS, with a variety of cost penalties λ, and the Baseline 

(Fixed Selection). Ideally, FOCUS will have lower cost and similar uncertainty as Baseline. This is shown in black. Bold numbers (marked 
with *) show where FOCUS was significantly lower than baseline at the α = 0.05 level. Red numbers (marked with †) indicate where 

FOCUS did significantly worse than baseline (higher cost, uncertainty, or error) at the α = 0.05 level. 

 



 

 

occupants) or high cost (e.g., age of heating equipment). 
Free features are included in all predictions since they have 
no cost. Here, we use a more nuanced eight-point feature 
cost scale based on difficulty of acquiring a feature. Zero-
cost features are “free;” (i.e., extractable from a rental 
listing); 1-2 are occupant-related; and 3-7 are unit-related 
(may require a site visit and/or research). Table 3 lists the 
cost categories and an example feature in each.  

Experimental Setup 

We first divide RECS into training (90%) and testing (10%) 
sets. At training time, we use forward selection [45] on a 
randomly-selected subset of 20% of the training data to 
choose 30 higher-cost features to add to the free features for 
prediction. We use ten-fold cross validation on the 
remainder of the training data to learn regression weights.  

At test time, the goal is to make a prediction on a new test 
point and acquire costly features as needed to improve the 
prediction. We simulate progressive addition of features by 
hiding values for “unknown” features, using FOCUS to 
choose a feature to acquire at each step, and unveiling that 
feature’s value once it is “asked” and “answered.” 

Results 

The regression model using FOCUS had significantly lower 
costs than the baseline for all values of λ except 0 with 
equivalent or better uncertainty (Table 2). For λ=.001, 
FOCUS yielded an average of 45% savings in cost 
compared to the baseline as features were added to the 
prediction. As expected, FOCUS performed worse in terms 
of error, since FOCUS optimizes prediction uncertainty, 
rather than error, when determining a test-specific feature 
order; the baseline was chosen by optimizing prediction 
error on the training set. However, for this application in 
particular, it is more important that predicted energy costs 
fall inside the window of uncertainty (which the definition 
of a prediction interval ensures) than that they have an 
accurate dollar value [22].  

Momentary Stress Predictions in College Students 

Knowing a user’s stress level at an upcoming point in time 
allows for automatic suggestions or reminders to help them 
manage stressful situations. We want to predict momentary 
stress reports from college students, given an assortment of 
data such as demographic information, depression, sleep 
habits, and deadlines [47]. This task has redundant features 
with various costs. For example, we can ask a student to fill 
out a survey to measure their anxiety, or we can use phone 
sensors to measure length of sleep; the first method incurs 
the cost of interrupting the person (potentially at a bad 
time), the second the cost of draining the phone battery. Our 
goal is to arrive at a “good” (low-uncertainty) prediction for 
stress levels without exhausting too many resources by 
strategically selecting which features to obtain.  

This application differs from the (simpler) personalized 
energy problem in the previous section in several key ways: 
(1) We want to predict momentary stress levels, rather than 

a single value constant across time, as in the energy 
prediction example; (2) We include a new type of cost: 
battery life; (3) We consider context-dependent costs: for 
example, when a user’s phone is charging, turning on 
sensors is no longer prohibitively expensive. 

Background 

Biologically meant as a mechanism for survival, stress can 
become harmful if sustained for long periods of time [32], 
with individual-level health and societal-level economic 
consequences [24]. College students face a unique and 
significant type of stress, partly because of their transition 
between dependent child and independent adult (e.g., [37]). 

It is possible to estimate stress from physiological and 
physical signals, like skin conductance, brain activity, and 
pupil dilation (e.g., [40]); however, these measurements 
often require unwieldy, task-specific instrumentation. 
However, more accessible signals that could be measured in 
a lightweight fashion (from mobile phone data) are also 
associated with stress, like movement, heart rate, sleep 
length, and social activity (e.g., [15, 23, 31]). 

For example, Affective Health [15] senses bodily reactions 
(such as movement and heart rate) and visualizes them in 
real time, giving users the opportunity to connect their 
activities to their mental state. The StudentLife project [47] 
collected smartphone data from 48 graduate and 
undergraduate students over the course of an academic term 
and included self-reported stress, which was correlated with 
other factors such as GPA. Participants in the Student Life 
project provided nearly 1600 self-reports of stress levels, 
with individuals providing between 3 and 269 responses. 
Figure 3 illustrates the number of stress reports and average 
stress levels for each participant.  

The StudentLife dataset is our focus as well, but we restrict 
our analysis to predicting stress. Our goal is to reduce the 
burden on users of answering experience sampling 
questions (the current approach to measuring stress in the 

 

Figure 3 StudentLife participants’ number of stress reports (y 
axis) and average stress (color, marker size).  



 

 

StudentLife project) by substituting other features when the 
impact on prediction would be minimal. Thus, we use self-
reports of stress at various time points as our response 
variable.  

Cost Metrics  

The cost of acquiring features depends on battery drain 
(low for sensors like detecting light or if the phone is 
charging; high for sensors like the accelerometer and 
microphone (e.g., [14, 29])) and costly interruption of the 
user (asking for amount of sleep or upcoming deadlines). 
Some of these costs are context-dependent: e.g., if a phone 
is charging, battery drain from turning on mobile sensors is 
no longer an impediment to gathering those features.  

Experimental Setup 

As in the energy application, we used linear regression to 
predict stress reports. However, rather than using feature 
selection to choose a subset of features from a larger set, we 
used previous research findings to extract features relevant 
to stress (e.g., [23, 31]), along with some current context: 
time of day, sleep length, exercise length, length of time 
until next deadline, number of upcoming deadlines, current 
activity (stationary or in motion), current audio (silent or 
noisy), if the phone is currently in a dark environment, and 
if the phone is currently charging. We assume that time of 
day is freely available. We assign three additional cost 
categories: lower-cost sensors (i.e., light detection and 
charging); higher-cost sensors (i.e., accelerometer to 
measure activity and microphone to measure audio); and 
highest-cost user interruption (to ask questions about 
lengths of sleep and exercise and upcoming deadlines). 

We restricted our dataset to users who provided stress, 
deadline, and exercise information, resulting in a total of 
660 individual stress reports. We used 80% of these stress 
self-reports for training (i.e., learning regression weights) 
and the remaining 20% for testing with FOCUS.  

Results 

The regression model confirms several well-known 
properties of stress. For example, exercise is negatively 
correlated with stress, and number of deadlines is positively 
correlated with stress. Table 4 summarizes the predictor 
learned on the training set. As with the prior dataset, our 
approach results in predictions that are more certain (i.e., 
have narrower prediction interval widths) than the baseline, 
Fixed Selection, while being similarly accurate. Stress 
prediction is shown with red lines in Figure 2 (which shows 
cost improvement of FOCUS over baseline). Accuracy 
levels did not differ significantly for stress predictions for 
any of the combinations of values shown in Figure 2. 

Prediction certainty decreased slightly for λ=.001 after n=5. 
On average, FOCUS yielded 23% savings in cost compared 
to the baseline as features were added to the prediction. 

An important question is whether context-dependent feature 
costs have an impact on feature ordering. To answer this, 
we divided the test data into stress reports that were given 
when the phone was charging (20% of the reports) and 
those that were given when it was not plugged in. Feature 
order should differ in those cases, since sensor feature cost 
is zero when the phone is charging.  Figure 4 shows how 
frequently each feature was chosen in each position, for the 
charging and noncharging contexts, when cost penalty 
parameter λ equals 1. The battery-draining sensors are in 
the last four columns. When the phone is charging (left), the 
sensed features tend to be added before the user-answered 
features and without regard for the relative cost of acquiring 
sensed features (top right 4x4 corner). When the phone is 
not charging (right), features tend to be asked in order of 
increasing cost—most inexpensive sensed features first (top 
right 2x2 corner), followed by more expensive sensed 
features (middle 2x2 section), and finally by the most 
expensive user-provided features.  

  

 

Figure 4 Context-dependent costs, with λ = 1. Color indicates 
frequency; x axis indicates feature type; y axis represents feature 
order.  
(Left) When the phone is charging, acquiring sensor features is no 
longer expensive, and so sensed features (last four columns) are 
requested more uniformly (top right corner).  
(Right) When phone is not charging, sensed features are more 
likely to be added in order of increasing cost (the low-cost sensor 
features are added before the high-cost sensor features, shown by 
the block structure in the top right corner).  
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Feature Regression weight p-value 

Intercept -0.5401 0.1471 

Time of day -0.0295 0.7950 

Sleep 0.6187 0.2281 

Exercise -0.1151 0.2912 

Time to deadline -0.0401 0.8559 

# of deadlines 0.2625 0.1137 

Currently moving? -0.0226 0.8868 

Currently silent? 0.0479 0.6125 

Currently dark? -0.0864 0.2117 

Currently charging? 0.0492 0.5649 

Table 4 Regression weights from our linear model to predict stress 
from sensed and user-provided data in StudentLife. 

 



 

 

Image Classification for Opportunistic Interactions 

Correctly identifying a device (e.g., printer, projector) in an 
image can support opportunistic mobile interaction with 
that device by automatically installing the necessary drivers 
without forcing the user into a manual setup. Real-time 
interaction speeds are crucial in this setting to make the 
opportunistic interaction seem truly seamless, but often 
image classification algorithms require computing 
expensive (i.e., time-consuming) features that can slow 
down the classification. The device identification problem 
can take advantage of other, less time-consuming features, 
like location and camera orientation to assist in prediction. 
User input (e.g., desired use of a device, such as printing or 
projecting) can also inform the prediction, at the cost of 
user inconvenience and time. 

We use a dataset of images, camera orientations, photo 
locations, and device capabilities (i.e., “can print,” “can 
scan”, “can copy,” “can fax,” and “can laser-cut,” for this 
dataset) to classify new images as particular devices [8]. 
We illustrate the usefulness of FOCUS for this device 
classification task with decision trees and show that using 
FOCUS to select a dynamic subset of features to acquire at 
test time results in fewer expensive feature acquisitions 
while still correctly classifying devices. 

Background 

Multiple groups have considered how smartphones can be 
used to control physical devices, with a variety of device 
identification and control mechanisms. Examples include 
laser pointers (e.g., [3]), external cameras (e.g., [5] with 
Kinect), and magnetometers (e.g., [50]). For the case of 
smartphone-taken images, past work explores directly 
identifying appliances labeled with fiducial markers (e.g., 
[27]) or using image recognition to identify a pictured 
device (e.g., [6]). Snap-To-It [9] allows users to interact 
with new devices by taking a picture with their phones and 
using both the content and context of the image to identify 
the pictured device and connect to it. 

Snap-To-It is our focus as well, and we also use image 
content and context (location and camera orientation) to 
classify devices, as well as user input about intended device 
use. As in Snap-To-It, we use the Scale-Invariant Feature 
Transform (SIFT) algorithm to extract features from images 
and compare SIFT features from two images for matches—
a higher number of matches means that the images are more 
similar [28]. It is possible to compute the SIFT features for 
the 90 reference images ahead of time, but at prediction 
time, the SIFT features for the image the user takes must be 
calculated and then compared to the reference images to 
check for the highest match. Our experiments show that 
calculating SIFT matches for a new image, against 
precomputed SIFT features for all 90 reference images 
takes, on average, 2.80 seconds, which can destroy the 
“real-time” feel of a service like Snap-To-It. Asking for 
user input is also expensive. Therefore, our goal is to give 
confident device predictions for images with few time-

consuming SIFT match operations and overall low 
inconvenience on the user. 

Cost Metric 

We assume that image location and orientation are freely 
available when the picture is taken. We assign two 
additional cost categories: medium (SIFT matching) and 
high (asking the user about their desired use for the device). 
Although additional context could be relevant (such as 
whether PowerPoint is running and a projector is in the 
room), the SnapToIt dataset did not include this.  

Experimental Setup 

The Snap-To-It dataset is pre-divided into “reference” and 
“testing” subsets. The reference dataset contains five 
images for each of 18 appliances, taken from different 
angles. These appliances have printing, scanning, copying, 
faxing, and laser-cutting capabilities. There are 108 images 
(six of each appliance) in the testing set. We used the 
reference set to construct a decision tree for image 
classification. Then we used this decision tree to classify 
test images, computing the SIFT matches and user 
questioning as determined to be necessary with FOCUS. 

Results 

We first constructed a decision tree on the Snap-To-It 
reference set, using MATLAB’s implementation of the 
Classification and Regression Tree (CART) algorithm. 
CART is a top-down algorithm that repeatedly splits nodes 
of the tree (starting with all samples at the root), according 
to whichever binary split most decreases the “mixture” 
among classes in the leaves, measured by the Gini impurity 
[4]. The decision tree learned was able to optimally classify 
the reference set using only 7 of the 90 reference images, so 
we discarded the rest. 

Device identification performance is shown with blue lines 
in Figure 2 (which shows cost improvement of FOCUS 
over baseline). On average, FOCUS yielded 29% savings in 
cost compared to the baseline as features were added to the 
prediction. In comparison to the baseline, accuracy was 
significantly worse only at n=10-11 for λ=.001. 

These experiments illustrate two valuable ways of cutting 
down time-consuming test time image comparisons. First, 
using a decision tree to classify instances reduced the 
potential image comparison space from 90 to 7; de Freitas 
et al. [9] used heuristics from image location and 
orientation to reduce the space of potential matches, but an 
algorithmic approach can expand the impact of such 
filtering beyond human-extractable patterns. Second, using 
test time feature acquisition can further reduce the number 
of costly feature acquisitions on test instances that can be 
confidently classified without obtaining all features.  

DISCUSSION & CONCLUSIONS 

Making real-time, personalized predictions is an important 
opportunity for ubiquitous computing applications; 
however, gathering information from users at test time can 
be costly, especially when not all pieces of information may 



 

 

be relevant for a particular user at a particular time. We 
have demonstrated the cost-saving value of dynamically 
acquiring features for test time prediction on a variety of 
applications and algorithms. On all three validation 
datasets, FOCUS effectively lowered prediction costs (by 
reducing the number of additional, costly features to 
acquire), without sacrificing prediction quality for most 
values of n and λ. The FOCUS framework’s ability to 
support context-dependent costs (illustrated in the stress 
prediction example on the StudentLife dataset) allows for 
richer, more realistic interpretations of feature cost, which 
may not be fixed for all test instances. 

A limitation of our work is our simplistic measure of costs 
for all of our predictions. A more detailed look at cost could 
account for real users’ perception of question cost 
(estimated via item response times or response rates) or the 
exact battery drain of various sensors on the particular 
model of phone being used. Furthermore, future work 
should explore how to connect the end-user experience to 
choosing a value for the cost penalty λ; this tradeoff is 
likely application-specific. 

Additionally, in the stress prediction example, we 
considered battery charging state (i.e., whether or not the 
phone was currently charging) as a simple binary influencer 
for context-dependent costs (with cost set to 0 when the 
phone was charging). However, more nuanced contexts 
could take into account the current percentage of remaining 
battery power, the current drain on the battery based on 
what applications are currently running (e.g., [13, 30]), or 
the expected time-to-next-charge (e.g., [2, 34]). It would 
also make sense for this application to consider the 
influence of user context on the cost of asking them a 
question—e.g., if a user’s calendar indicates they are 
currently in a meeting, it may not be a good time to acquire 
a feature that requires user input. 

Similarly, some cost metrics might take into account 
whether features are “shared” for multiple needs—e.g., if 
someone answers a stress EMA multiple times in one day, 
the “day-level” features can be shared across predictions. 

Another aspect worth considering in test time feature 
acquisition is feature confidence, especially when the same 
value can be obtained through different methods, with 
different costs and accuracies. For example, in the 
StudentLife case we used user-provided sleep lengths as 
one of the predictors for stress, but it is also possible to 
estimate sleep length and quality by sensing. By 
incorporating feature confidence into the selection criterion, 
we could decide whether we are confident “enough” about 
a value for a less costly feature to avoid acquiring a more 
expensive estimation of the same value. 

Finally, it might be interesting to explore user- and context-
specific metrics for prediction quality. Thus, the current 
needs of a user (in terms of accuracy) might be factored in 
to choices about which features are worth acquiring. 
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