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Abstract

In recent years, dense reconstruction gains popularity because of its broad appli-
cations in inspection, mapping and planning. Cameras or LiDARs are generally de-
ployed for 3D dense reconstruction. However, current reconstruction pipelines based
on cameras or LiIDARSs have significant limitations in achieving an accurate and com-
plete scene reconstruction in certain environments due to the properties of LiDARs
and cameras.

In this thesis, we propose a new surface reconstruction pipeline that combines
monocular camera images and LiDAR measurements from a moving sensor rig to re-
construct dense 3D mesh models of different scenes accurately, especially of scenes
that are challenging for visual-only or LiDAR-only reconstruction. In particular, we
exploit the advantages of the multi-view stereo algorithm in the reconstruction and in-
tegrate with the LIDAR measurements to further improve the robustness and accuracy.
Current approaches employing cameras and LiDARSs mainly focus on texture mapping
with the color information from the camera images or improving camera depth estima-
tion with the LiIDAR. However, such methods only exploit the geometric information
from single sensor measurements instead of fusing the geometric information from
both sensors. In contrast, the proposed pipeline uses a two-stage approach to fuse the
structural measurements from LiDAR with the camera images to generate a surface
mesh. In the first stage, LIDAR measurements are integrated into a multi-view stereo
pipeline to help with the visual point cloud densification. After combining the dense
visual point cloud with LiDAR point cloud, a graph-cut algorithm is applied to extract
a watertight surface mesh. To validate the proposed pipeline, we collect data from
different kinds of scenes and compare results from our method with state-of-the-art
reconstruction methods. The experimental results show that our method outperforms
both the camera-only and LiDAR-only reconstruction pipelines in terms of accuracy
and completeness.
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Chapter 1

Introduction

1.1 Motivation

In recent years, high- delity 3D reconstruction has gained popularity due to its growing applica-
tions. Accurate reconstruction of various environments such as outdoor or indoor scenes helps with
different tasks. For example, Teixeira et al. [1] demonstrate building inspection using cameras on
a drone; Goesele et al. [2] show reconstruction for cultural heritage preservation.

In computer vision, much work has been done on 3D dense reconstruction using cameras. Images
provide plentiful geometric and color information, and several dense reconstruction pipelines are
well developed, such as COLMAP [3], and OpenMVS [4]. But the performance of camera-based
reconstruction algorithms highly depends on the lighting condition and the richness of textures.
Therefore, these algorithms have limited performance in indoor environments, due to the presence
of low-texture areas such as walls.

In the robotics community, 3D LIiDARs are widely used for 3D perception and mapping. Com-
paring with cameras, LIDAR provides geometric measurements robustly, independent of the pres-
ence of visual features and variant lighting conditions. However, LIDAR measurements are much
sparser than dense pixel measurements from the camera and it is not feasible to nd direct corre-
spondences between consecutive LIDAR scans. Other than that, the noise of LIDAR is relatively
large for compact objects in a close range, which limits the reconstruction performance of LiDAR
in indoor environments. As both camera and LiDAR have bottlenecks in different environments
due to their sensor modality, fusing two sensor measurements together enables us to exploit the
complementary nature of LIDAR and camera to robustly obtain 3D reconstructions in various en-
vironments.

The last decade has seen an increasing interest in combining LIDAR and camera together in the
eld of robotics. In the domain of reconstruction, the research that employs a combination of
the two sensors typically derives the geometry from LIiDAR only, while images are utilized for
texture mapping. However, these methods are not fully leveraging the geometric information from
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both LIDAR and camera, since only color or texture information is extracted from images. The
different sensor modalities make it dif cult to fuse both kinds of measurements in a uni ed way.
Therefore, applying the combination of LIDAR and camera in reconstruction remains challenging.
In this thesis, we review previous LIiDAR and camera dense reconstruction methods, and detail our
proposed method to tackle the challenges in the joint reconstruction. We then evaluate the results
from our work, and conclude with a discussion of future work.

1.2 Scope and Approach

In this thesis, we develop an of ine dense surface reconstruction pipeline that combines geomet-
ric information from LIDAR and camera measurements to improve the robustness and accuracy
of the reconstructed model. While the developed method is speci cally designed for indoor en-
vironments, it also shows improvements of accuracy in complicated outdoor scenes. Generally it
performs robustly in both indoor and outdoor environments.

For the dense reconstruction using a camera, multi-view stereo (MVS) methods have matured
through the years. State-of-the-art dense reconstruction pipelines, such as OpenMVS [4], support
reconstruction from images to dense mesh models with high accuracy. On the reconstruction
benchmark Tank and Temple [5], OpenMVS is the top ranking open-source software. It is used
in this thesis as the baseline method to provide the dense reconstruction from vision, and as a
method for comparison in the experiments. Regarding LiDAR, although the state estimation is
not our focus in this thesis, obtaining accurate poses is essential for 3D reconstruction. Therefore,
we adopt LOAM [6] proposed by Zhang et al. to estimate poses from the LIDAR measurements.
Besides poses of the sensors, extrinsic calibration is necessary for registration of measurements
across sensors. We use line and plane constrained camera-LIDAR calibration based on [7]. The
calibration result and analysis against other calibration algorithms are evaluated in the appendix.

Once we have the poses of LIDAR and camera in a sequence and the transformation between two
sensors, we can consider how to fuse their geometric information together to recover a 3D model of
the environment. We take the approach of using MVS as the baseline and adding LIDAR measure-
ments to improve the dense reconstruction steps, since images have more dense information than
LiDAR scans. To be speci c, our pipeline can be divided into three steps: preprocessing, point
densi cation and surface reconstruction. In the preprocessing step, since a single LIDAR scan is
too sparse, we merge multiple LIDAR scans into a single point cloud using their poses to generate
a prior map of the reconstructed environment. From this step on, we start to fuse LiDAR and cam-
era measurements together. Since LIDAR measurements are different from camera images, which
have feature correspondences across the sequence, it is dif cult to match them together based on
the features in the environment. Moreover, the different noise models between LIDAR measure-
ments and camera measurements also lead to the problem. Therefore, we rst merge LIDAR and
visual point clouds together, then do a Delaunay tetrahedralization on the point cloud, and eventu-
ally use a graph-cut algorithm to extract the surface mesh from the point cloud. In the graph-cut
algorithm, we formulate the term of the energy function to consider the difference between LIiDAR
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points and camera points.

1.3 Contribution and Organization

In this thesis, we present an approach that combines LiDAR scans and camera images to achieve
3D surface reconstruction with improved accuracy and completeness. First, we address the chal-
lenges in the dense scene reconstruction using LIDAR or camera. We then provide our reconstruc-
tion pipeline that fuses geometric information from LIDAR and camera measurements to recover
dense surfaces. The main contributions of this thesis are as following:

The state-of-the-art vision-based reconstruction pipeline struggles on non-texture areas while
LiDAR-based mapping lacks for detail and color information in the reconstructed model. We
propose a novel approach to combine them together and exploit their complementary nature
to improve the reconstruction result in both indoor and outdoor environments comparing
with vision-only or LiDAR-only methods.

To combine the LIDAR and camera information together, the difference of LiDAR and cam-
era noise model makes it dif cult to integrate two measurements for reconstruction proba-
bilistically. We formulate the problem by putting their measurements into a uni ed Delaunay
tetrahedra and using a graph-cut algorithm to solve based on the sensor property.

To evaluate the performance of the proposed reconstruction pipeline, we collect real-world
data to experiment with our pipeline and compare with the results from current state-of-the-
art methods. The results overall show improvements in both indoor and outdoor datasets.
We provide detailed analysis and visualization to illustrate the advantages and shortcomings
of the proposed pipeline.

The thesis is organized as follow: Chapter 2 discusses background and related work. Chapter 3
provides the preliminaries for the graph-cut algorithm and the connection between graph-cut and
surface reconstruction. Chapter 4 introduces the proposed surface reconstruction pipeline using
LiDAR and camera, including detailed derivation and evaluation. Eventually, in Chapter 5, we
summarize our contributions and discuss future work. In the Appendix 5.2, we introduce the
calibration algorithm for LiDAR-camera calibration and the comparison between two different
calibration algorithms.






Chapter 2

Background and Related Work

In this chapter, we classify the related work based on the sensor type which they use in their meth-
ods: LiDAR mapping, camera-based reconstruction and methods involving both sensors. Over
past decades, an extensive amount of literature have been produced in the reconstruction or map-
ping elds with focus on different environments and different tasks. We will summarize their
advantages and shortcomings in order to highlight the contribution of this thesis.

2.1 LiDAR Mapping

For LiDAR-only methods, 3D reconstruction is usually formulated as a SLAM (Simultaneous Lo-
calization And Mapping) problem, which is constructing a map while localizing the sensor itself
on the map. Since LIDAR scans consist of sparse points in the space, the representation of the
LiDAR map is limited. One straightforward representation is a registered point cloud. An example
is shown in Fig. 2.1. Zhang and Singh [6] propose to use geometric features such as edges and
planes in consecutive LIDAR scans to estimate the LIDAR odometry, and register LIDAR points
using the estimated odometry. This idea is generally utilized or extended in [8, 9, 10]. In these sys-
tems, the map is represented by a sparse point cloud. The other representation adopted in LIDAR
mapping is the surfel-based map, which is often used in the RGB-D camera mapping literature. In
[11] and [12], LIDAR measurements are represented as a surfel map which realizes probabilistic
fusion. Using surfels enables the data association between closest LiDAR points in consecutive
LiDAR scans to adjust the surfel position and normal, although there is no explicit point-to-point
correspondences between individual LiDAR scans. The surfel map is a more suitable representa-
tion than a point cloud since the radius of a surfel represents the uncertainty and it supports the
dense visualization of surfaces. However the evaluations of these works focus more on the SLAM
metrics, which are on the error of the trajectory, instead of the accuracy of the geometry recon-
struction. Besides, there is research that use voxel grid to represent the LIDAR map, such as [13]
and [14], but these works mostly focus on segmentation or planning.
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(a) Original image (b) LIiDAR map

Figure 2.1: An example of a registered LiDAR point cloud in a kitchen. It shows the artifacts of LIiDAR scan lines and
the sparsity of the LIiDAR map. The poses used for LIDAR map are from LOAM [6].

2.2 Vision-based Reconstruction

For vision-only reconstruction, a number of multi-view stereo (MVS) algorithms have been devel-
oped in recent years. In this section, we focus on the approaches which are designed or applicable
for scene reconstruction. To distinguish from object-focused reconstruction, which is usually un-
der full visibility without any occlusion, scene reconstruction has the following properties: the
reconstruction target may be within a cluttering environment and the view points may be limited
[15].

The authors of [16] propose the MVS reconstruction pipeline based on depth map estimation
and merging. Although the method is applied to object reconstruction, current state-of-the-art
pipelines, such as [3, 4], adopt its depth map based method but with more robust system design
and implementation to adapt to images taken from different scenes. Furukawa and Ponce [15]
develope a patch-based MVS pipeline (PMVS) to reconstruct compact objects. Instead of esti-
mating the depth maps directly, PMVS estimates the 3D positions of patches from the images.
Since PMVS depends on nding pixel level correspondences across images to de ne patches, low
texture environments result in low completeness maps. As shown in Fig. 2.2, wall areas, carpets
and some other low texture areas are not reconstructed well. In [17], Vu et al. proposed a dense
scene reconstruction pipeline which can generate a surface mesh even under uncontrolled imaging
conditions. With global visibility taken into account and a mesh deformation step, Vu's pipeline
improves the accuracy of the surface mesh and achieves impressive results in the outdoor scenes.
However, its performance still relies on a number of features to extract a dense point cloud for
generating a precise mesh. Therefore the indoor dataset is still challenging fot their pipeline. The
authors of [18] introduce the latest MVS benchmark ETH3D which includes high resolution im-
ages input for both indoor and outdoor scenes with the ground truth 3D models. They evaluate
several state-of-the-art scene reconstruction pipelines on their new dataset including [3, 15] and
the results show that although the accuracy is high in the reconstructed area, all existing methods
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