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Abstract
Robots still struggle with everyday manipulation tasks. An overriding problem

with robotic manipulation is uncertainty in the robot’s state and calibration param-
eters. Small amounts of uncertainty can lead to complete task failure. This thesis
explores ways of tracking and calibrating noisy robot arms using computer vision,
with an aim toward making them more robust. We consider three systems with in-
creasing complexity: a noisy robot arm tracked by an external depth camera (chap-
ter 2), a noisy arm that localizes itself using a hand-mounted depth sensor looking
at an unstructured word (chapter 3), and a noisy arm that only has a single hand-
mounted monocular RGB camera estimating its state while simultaneously calibrat-
ing its camera extrinsics (chapter 4). Using techniques taken from dense object
tracking, fully dense SLAM and sparse general SLAM, we are able to automati-
cally track the robot and extract its calibration parameters. We also provide analy-
sis linking these problems together, while exploring the fundamental limitations of
SLAM-based approaches for calibrating robot arms.



vi



Acknowledgments
Writing a thesis is a lot like producing a film, so I have decided to write these

acknowledgments as film credits:

Advisor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Siddhartha S. Srinivasa
Co-Advisor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Michael Kaess

Committee Member 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . George Kantor
Committee Member 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Andrew Davison

Foreign Advisor 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Andrew Davison
Foreign Advisor 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Stefan Leutenegger

Emotional Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Sarah Hoskins
Misc. Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Sarah Hoskins
Theory Help 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Michael Koval
Theory Help 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Christopher Dellin

External Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Andrew J. Bagnell
External Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Nancy Pollard
External Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Google Tango Team

Producer 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Leslie Ansley
Producer 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Kerry Klingensmith

Extra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Rebecca Klingensmith
Three Amigos . . . . . . . . . . . . Yueran Yuan, Wilson Pei, Steven Blessing



This thesis work was completed in three locations: at the Carnegie Mellon Per-
sonal Robotics Lab in Pittsburgh PA, the Dyson Robotics Lab at Imperial College in
London UK. and at the Rowan University Library in Glassboro NJ.

It would not have been possible without the help of my many mentors and col-
leagues at Carnegie Mellon, especially my advisers Sidd Srinivasa and Michael
Kaess. The research spanned three projects at Carnegie Mellon: ARM-S, HERB
and ADA.

My work on Project Tango under Joel Hesch with help from Ivan Dryanovski and
Simon Lynen introduced me to some of the core concepts in this thesis including 3D
mapping and SLAM.During my 5-month internship in London, my conversations
with Andrew Davison and Stefan Leutenegger greatly improved my understanding
of visual SLAM. Prof. Davison was kind enough to let me work on my thesis docu-
ment while developing the SLAM/calibration algorithm in his lab.

The emotional support of my parents, wife, and friends were also critical to
completing this thesis. Some of the seeds of my ideas came from Sunday BS sessions
at the Chinese buffet on Forbes avenue.

viii



Contents

1 Introduction 1
1.1 Sources of Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Measuring and Accounting for Error . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Robot Arm Tracking and Calibration as SLAM . . . . . . . . . . . . . . . . . . 4

2 Dense Tracking using an External Depth Sensor 5
2.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Depth Image Posterior . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Joint Encoder Posterior . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Algorithm Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Matching to the depth image . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Stochastic gradient descent . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Discussion and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 Dense SLAM using a Hand-Mounted Depth Sensor 13
3.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.1 Mapping the Scene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2 Tracking the Arm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2 Algorithm Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.1 TSDF Mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 Stochastic Gradient Descent . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.1 2D Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.2 3D Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.3 Bookshelf Scanning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 Discussion and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4 Sparse General SLAM using a Hand-Mounted Monocular Camera 25
4.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 Graphical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.2.1 Landmark Observation Factors . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2 Joint Encoder Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2.3 Robot Dynamics Factors . . . . . . . . . . . . . . . . . . . . . . . . . . 30

ix



4.2.4 Extrinsic Prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 SLAM Back-end System Implementation . . . . . . . . . . . . . . . . . . . . . 31
4.4 Landmark Front-end System Implementation . . . . . . . . . . . . . . . . . . . 33

4.4.1 April Tag Front-end Implementation . . . . . . . . . . . . . . . . . . . . 33
4.4.2 Natural Image Feature Front-end Implementation . . . . . . . . . . . . . 33

4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5.2 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5.3 Simulated ground truth . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.5.4 Modifying the Robot’s Kinematic Structure . . . . . . . . . . . . . . . . 38
4.5.5 Comparison with Other SLAM Systems . . . . . . . . . . . . . . . . . . 40

4.6 Discussion and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.7 Preliminary Work: Moving Robot Base . . . . . . . . . . . . . . . . . . . . . . 49

4.7.1 Planar Holonomic 3-DOF Base . . . . . . . . . . . . . . . . . . . . . . 49
4.7.2 Free-floating 6-DOF Base . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Related Works 53
5.1 Hand-eye Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Tracking Articulated Bodies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Simultaneous Localization and Mapping (SLAM) . . . . . . . . . . . . . . . . . 55

5.3.1 Dense SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.3.2 Sparse SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.4 Calibrating with SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6 Conclusion 59

A Appendix and Background 61
A.1 Geometry of 3D Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

A.1.1 Differential Geometry of 3D Space . . . . . . . . . . . . . . . . . . . . 62
A.2 Articulated Linkages and Robot Arms . . . . . . . . . . . . . . . . . . . . . . . 63

A.2.1 Forward and Inverse Kinematics . . . . . . . . . . . . . . . . . . . . . . 63
A.2.2 The Robot Jacobian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
A.2.3 Topology of the Configuration Space . . . . . . . . . . . . . . . . . . . 64
A.2.4 Encoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

A.3 Data Synchronization and Interpolation . . . . . . . . . . . . . . . . . . . . . . 66
A.4 Geometric Computer Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

A.4.1 Pinhole Cameras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
A.4.2 Stereo Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
A.4.3 RGB-D Cameras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

A.5 Factor Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
A.6 Robust m-Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.7 2D Image Features and Association . . . . . . . . . . . . . . . . . . . . . . . . 69

A.7.1 BRISK Image Features . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
A.7.2 Landmark Association . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

x



Bibliography 71

xi



xii



List of Figures

1.1 A robot attempts to grasp a cup. Somehow, the robot’s hand ends up being only
about a centimeter away from where it intended to be, and the cup literally slips
out of the robot’s grasp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Each robot is sent to multiple inverse kinematics solutions (right) for the same
end effector pose (left). If there were no error in modelling, calibration, actua-
tion, or joint angle sensing, all of the solutions should result in exactly the same
end effector pose. The Kinova Mico [28] arm (top) only puts the end effector
within 5 cm of the desired pose. The Barret WAM [37] (center) is within 8 cm,
and the Rethink Baxter [23] (bottom) is within 1cm. . . . . . . . . . . . . . . . . 2

2.1 A robot arm opens a door using dense depth tracking. Left: the robot’s kinemat-
ics (solid) are compared with the estimated joint angles from the tracking system
(transparent). Right: the robot is shown grasping the door handle. . . . . . . . . 6

2.2 Images taken during different phases of the dense tracking algorithm. . . . . . . 9

2.3 The visual servoing experiment. Left: the robot servos toward the red dot while
tracking its joint angles with the depth image. Right: the robot servos toward the
red dot without tracking its joint angles with the depth image. . . . . . . . . . . . 11

3.1 Robot scans and reconstructions of a bookshelf at 1.5cm resolution using real
depth and encoder data (see page 20). Our approach (which estimates robot
configurations rather than camera poses) results in preservation of fine detail
and edges that are lost when only using the robot’s forward kinematics, with
comparable reconstruction quality to Kinect Fusion. . . . . . . . . . . . . . . . . 14

3.2 2D simulation experiment (see page 19). The robot is shown in red. The simu-
lated depth image is shown as gray rays. The TSDF is shown as orange or blue
pixels. Top left shows the ground truth TSDF, top right is with forward kinemat-
ics only (with actuator uncertainty). Bottom left corrects actuator noise using
unconstrained dense fusion. Bottom right corrects using ARM-SLAM. . . . . . . 20

3.3 Results of the 3D simulation (see page 19) with up to 0.8 radians of added noise
per joint. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

xiii



3.4 End effector error observed in the 3D simulation (see page 19) experiments.
Fig. 3.4a : 100 trials with different noise seeds are run with increasing noise
magnitude. Each trial lasts 60 seconds. The median deviation of the end effector
from ground truth is recorded. Fig. 3.4b : in a different simulation, the robot
briefly looks away from the scene and then looks back. Kinect Fusion loses
tracking. Fig. 3.4c : end-effector deviation in the real dataset as measured by
an optical motion capture system, Kinect Fusion briefly loses and then regains
tracking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.1 Closeup of stitched point clouds obtained from pose estimates using the robot’s
kinematics only, and the SLAM system. The SLAM system calibrates the camera
extrinsics, greatly improving the consistency of the map. . . . . . . . . . . . . . 25

4.2 Graphical model of the SLAM system. . . . . . . . . . . . . . . . . . . . . . . . 26

4.3 Landmark observation factor. The robot at configuration qt observes landmark
li in image It. The noise is on the re-projection of the landmark into the image. . 28

4.4 Joint encoder dead-zone function δ to account for gear backlash. Differences
between configuration and joint encoders of under ∆θ are ignored. . . . . . . . . 29

4.5 Robot dynamics factor shown for a 2-jointed robot. The joint velocity measure-
ments at time t− 1 are noisy, with covariance Σθ̇ . . . . . . . . . . . . . . . . . 30

4.6 Detected April tags and their associated IDs, as well as detected BRISK key-
points with their associated IDs. . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.7 Closeup of stitched point clouds obtained from pose estimates using the robot’s
kinematics only, and the SLAM system. The SLAM system calibrates the camera
extrinsics, greatly improving the consistency of the map. In this data set the robot
scanned a nearby tabletop several times from different orientations and heights. . 36

4.8 The final extrinsic estimate of the camera in the real data set (Fig. 4.1 ) (right)
compared with a picture of the real robot (left). The lens of the RGB camera is
highlighted by a green circle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.9 Number of landmarks by observation over time in a real data set. Landmarks
with only one observation are not included in the factor graph. . . . . . . . . . . 38

4.10 Simulated depth (left) and color (right) images. . . . . . . . . . . . . . . . . . . 39

4.11 Stitched point clouds from three simulated data sets in which random noise was
added to the initial camera extrinsic estimate and joint encoders. . . . . . . . . . 40

4.12 The stitched point cloud created using the SLAM system compared with the
ground truth point cloud. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

xiv



4.13 Fig. 4.13a shows absolute joint angle error in degrees in the simulated data set.
The initial simulated error is drawn from a multivariate Gaussian (x axis) and is
then corrected by the SLAM system (y axis). The plot shows how much error
is reduced for each joint. If the SLAM system were not correcting joint angle
error, all of the samples would fall on the diagonal dotted line. If the SLAM
system corrected all of the joint error, then all of the samples would fall on the
x axis. Fig. 4.13b shows median landmark reprojection error in the simulated
data set. This is the median error over all observed landmarks per iteration of the
SLAM system. Fig. 4.13c shows the translational end effector error reduction in
the simulated data set as a kernel density of 2,500 samples (darker patches have
more density). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.14 Camera extrinsic error in the simulated data set per iteration of the SLAM sys-
tem. Figures 4.14a and 4.14b show the translation and rotation error of the ex-
trinsic estimate per iteration of SLAM. Figure 4.14c shows the final end effector
position error over the length of the trajectory. . . . . . . . . . . . . . . . . . . . 43

4.15 Simulated experiments exploring the effect of varying the number of degrees of
freedom and camera field of view. Figures 4.15b, 4.15c, and 4.15d show the final
median reprojection error, error on the camera extrinsic, and absolute error per
joint angle respectively over increasing degrees of freedom. 20 experiments were
performed for each number of DOFs. In figure 4.15e, the camera field of view
is varied between 90 and 20 degrees, with 50 random experiments per condition
on a random 6-DOF robot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.16 Illustration of kinematic redundancy. The true joint encoder offset is zero. q2

and q3 have parallel axes of rotation, so any rotation where q2 = −q3 results in
a net rotation near zero. The SLAM system struggles when these redundancies
are present, especially when the translational baseline between frames is small. . 45

4.17 An example of a simulated and automatically generated robot and trajectory for
a 6 DOF robot. The maximum likelihood estimate is shown in red. The ground
truth is shown in green. Landmarks are represented as squares. The camera
extrinsic is shown as an axis in the middle of the last link. . . . . . . . . . . . . . 46

4.18 Estimated camera trajectory in a simulated dataset using different SLAM sys-
tems. The left figure shows the trajectory during the first 25 seconds, the right
figure shows the same trajectory during the first 120 seconds. . . . . . . . . . . . 47

4.19 Error of the estimated camera trajectory (Fig. 4.18) vs. ground truth in a simu-
lated dataset. The left figure shows the trajectory error for the first 35 seconds.
The right figure shows the error of the same trajectory for the first 150 seconds. . 48

4.20 A planar holonomic 3DOF robot base (dark blue) translates and rotates in the
plane. A 4-DOF robot with revolute joints (light blue) is attached to the base, and
moves randomly. Landmarks (green and red dots) are observed by a simulated
camera (axis on the end effector). The SLAM system reduces the error of the end
effector trajectory (colors: green - ground truth, red - MLE from SLAM, cyan -
noisy odometry and encoders). . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

xv



4.21 A free-floating 6-DOF (dark blue) flies freely in space. A 4-DOF robot with rev-
olute joints (light blue) is attached to the base, and moves randomly. Landmarks
(green and red dots) are observed by a simulated camera (axis on the end effec-
tor). The SLAM system reduces the error of the end effector trajectory (colors:
green - ground truth, red - MLE from SLAM, cyan - noisy odometry and en-
coders). The top row shows the result without any prior on landmark locations.
The bottom show shows the result on the same trajectory, but with strong priors
on the landmark locations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

A.1 A two-dimensional toroidal configuration space embedded in three dimensions.
The minimum length arc between q1 and q2 is shown as a red line. . . . . . . . 65

A.2 An example of a factor graph for the equation A.18 . . . . . . . . . . . . . . . . 68
A.3 Comparison of the squared cost vs. the Cauchy robust cost with wC = 3 . . . . . 69

xvi



List of Tables

2.1 Timing data for the dense tracking algorithm. Notice that rendering the synthetic
point cloud takes up the vast majority of the time. Altogether, the algorithm runs
at ∼ 100 Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1 Results for the 2D simulation experiments (see page 19). The end effector error
in pixels, joint angle error in radians, distance field error in 106 pixels, and oc-
cupancy classification error (the proportion of pixels mis-classified as containing
an obstacle) is shown for forward kinematics, unconstrained dense fusion, and
ARM-SLAM for a data-set with 500 and 999 time-steps. Our approach (ARM-
SLAM) reduces all three error terms. . . . . . . . . . . . . . . . . . . . . . . . . 19

4.1 Parameters of the SLAM system used in the real data set (Fig. 4.1 ). . . . . . . . 35
4.2 Per-iteration timing data for the SLAM system using iSAM2. . . . . . . . . . . . 35
4.3 Effect of using joint angle position and velocity measurements as priors for cam-

era motion. Data are for a single random trajectory for a randomly generated
6DOF robot in simulation. fθ refers to whether the joint position encoders, or fθ̇
the joint velocity encoders were added to the factor graph. The median joint an-
gle error, final extrinsic translation error, and final median landmark reprojection
error are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.4 Comparison of SLAM systems on a simulated dataset. Camera translation error
is shown in meters for the first 10, 30 and 150 seconds of the dataset. The initial
simulated noise added to the robot’s kinematics is also shown for reference. Our
method (here called ISAM2) consistently has less translation error than Kinect
Fusion and ORB-SLAM, especially as the dataset evolves. . . . . . . . . . . . . 41

xvii



xviii



CHAPTER 1

Introduction

ROBOTIC manipulation requires robots to sense the world around them, and take action to
manipulate the world. The robot must be able to use its sensors (cameras, lasers, depth

sensors, etc.) and actuators (joints in its arms and hands) in concert to accomplish this task. This
requires the robot to have a clear predictive model of how its actuators will affect the world, and
how the world will affect its sensor measurments. If the robot’s predictive model is even slightly
incorrect, and the robot has no way of identifying or correcting error in its model, then the robot
may fail to accomplish its task.

Figure 1.1: A robot attempts to grasp a cup. Somehow, the robot’s hand ends up being only about
a centimeter away from where it intended to be, and the cup literally slips out of the robot’s grasp.

Consider, for example, the simple task of grasping a cup (Fig. 1.1 ). The robot must use its
sensors to identify and locate the cup. It must use a predictive model of its own body and the
physics of the world to determine how to grasp the cup successfully, and then it must use its
actuators to carry out the action that it had predicted. A slight error in either the predicted cup
location, the desired grasp location, or the robot’s actuators causes the grasp to completely fail.

As humans, it seems baffling to us when a robot cannot do something as simple as grasping a
cup. Robots are sometimes startingly incompetent not only because they often fail, but because
they don’t even know when they have failed.

Where do these failures come from? What errors in the robot’s predictive model lead to
failure? And, if the robot knows about these errors can it correct them and successfully complete
its task?

1.1 Sources of Error

Since a robot manipulation system requires a tight coupling between sensors and actuators, errors
in both sensing and actuation compound to produce

1



Figure 1.2: Each robot is sent to multiple inverse kinematics solutions (right) for the same end
effector pose (left). If there were no error in modelling, calibration, actuation, or joint angle
sensing, all of the solutions should result in exactly the same end effector pose. The Kinova
Mico [28] arm (top) only puts the end effector within 5 cm of the desired pose. The Barret WAM
[37] (center) is within 8 cm, and the Rethink Baxter [23] (bottom) is within 1cm.

Visual sensor error: Robot manipulation tasks require the robot to first perceive and
localize objects in the scene using its sensors. All other things being equal, error in the
robot’s sensing will contribute to the overall error of the manipulation system. Camera
systems may be noisy, and may have artifacts such as rolling shutter and blur. Depth
cameras have systematic error in their measurments that gets worse over increasing depths,
and suffer from missing patches of data.

Joint encoder error: another potential source of error arises from the robot’s joint angle
sensing being incorrect (see page 65). First, because the joint encoder might be improperly
calibrated, and second because unmodeled dynamics arising from mechanisms between
the motor and joint encoder (such as cables, gears, pulleys, springs, etc.) can affect the
angle of the joint without the encoder being able to sense it. In particular, gear assemblies
may suffer from backlash from the small gaps between gears, which causes the joint angle
sensing to be only accurate to within a discrete resolution.

Actuation error: a further source of error arises from the robot’s controllers (that is, the
actual commands sent to the robot). Perfectly accurate control of robot arms and trajectory
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following is not possible in principle because of unknown dynamics from external forces
and the robot’s internal mechanisms. Improperly tuned controllers may also cause the
robot to fail to accurately follow commands.

Modelling error: finally, the robot’s self-model may be incorrect. The positions and
orientations of the robot’s sensors with respect to its arms (called extrinsics) may be wrong,
as well as the transformations between each of its joints. The robot may also be slightly
nonrigid (that is, its links may bend or twist in response to torques). In short, the robot’s
assumptions about its own body may be flawed. This may lead to objects being perceived
in incorrect locations, and will cause the robot’s inverse and forward kinematics to be
wrong.

Figure 1.2 shows the net result of these sources of uncertainty. If the robot’s internal model,
joint sensing, and controllers were all perfectly accurate, then it should be able to place its end
effector in exactly the same pose using multiple inverse kinematics solutions – yet some robots
have so much error from these sources that they are unable to place their end effectors to within
a few centimeters of their target poses. This kind of error can easily result in the failure shown
in figure 1.1.

1.2 Measuring and Accounting for Error

Given that the robot has uncertainty about its sensors, actuators, and internal model, how can we
detect these errors and correct for them? In general, the errors can be corrected for offline in
batch (i.e. calibration), or online during execution of the task (i.e. tracking and servoing).

In both cases, measuring the robot’s error amounts to collecting data from the robot’s sensors
and determining if that data is consistent with the robot’s state and assumptions about its own
model. Correcting the error involves minimizing inconsistencies between the robot’s sensors
and its model. Offline calibration consists of collecting a database of sensor measurements and
then optimizing the robot’s state and model given this data, while online tracking and servoing
involves updating the robot’s state estimate and model while new sensor data is being collected.

Calibrating the robot offline has the advantage of runtime simplicity (that is, once calibrated
the robot can carry out tasks without questioning its internal model or state explicitly), but has
the major disadvantage of not being able to account for new errors that were not foreseen dur-
ing calibration. During calibration, the researcher can control the robot’s environment and use
several “tricks” (such as visual fiducials) to improve the calibration process. Online tracking and
servoing on the other hand has the advantage that the robot is constantly observing its own state
and correcting for new errors that arise, at the expense of significant runtime complexity. The
online system must be able to run fast enough to track the robot in real time.

This thesis will focus mainly on methods of tracking the robot online, rather than calibrating
it offline. This means we will not be able to rely as much on the “tricks” often used in robot
calibration (like reference objects, fiducials, or days-long optimization and training sessions),
and will have to focus on runtime performance.
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1.3 Robot Arm Tracking and Calibration as SLAM

One of the core ideas of this thesis is that robot calibration and tracking shares many similarities
with Simultaneous Localization and Mapping (SLAM) (see page 55) problems, and that most
robot calibration and tracking problems can really be reduced to SLAM problems, even if they
may not look that way on the surface. This allows us to apply well-studied SLAM techniques to
this domain by expressing the state space of the SLAM system as the joint angles of the robot
arm, as well as accounting for additional calibration parameters.

Tracking and calibrating robot arms is challenging primarily due to their high dimensionality.
To be able to manipulate the world effectively, robot arms typically have six or more degrees of
freedom, each of which may have uncertainty or modelling error. Robot arms have self-occluding
complex shapes that change with actuation of the joints. Hand-mounted sensors may not be able
to see any of the robot arm itself, limiting their ability to infer the joint angles of the robot
directly. We will address each of these challenges in the following chapters.

Chapter 2 details a system for correcting joint encoder error online using an external depth
sensor. Chapter 3 extends the algorithm used in chapter 2 to a robot with a hand-mounted depth
sensor by expressing the problem as one of dense geometric SLAM. Finally, chapter 4 fits the
other two works into a more general graph-based SLAM framework that allows us to correct
many types of error simultaneously online using a hand-mounted monocular camera.
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CHAPTER 2

Dense Tracking using an External Depth Sen-
sor

WE first consider the case of using an external depth camera to track a noisy robot arm in real
time. In this case, a depth sensor is mounted so that it can see all or part of the robot’s

arm, and the robot’s joint angles are estimated from the depth image. This is the simplest of the
three problems we will consider, because we generally have a good 3D model of the robot arm,
and this model can be used as the basis of a tracking algorithm.

Tracking the arm in real-time also allows for a kind of 3D visual servoing, where the robot
can be made to touch points in the scene while automatically correcting for its joint angle error.
This rather powerful technique allows the robot to correct unforeseen errors that arise from its
own dynamics, contact with the scene, and more. In addition, solving this problem elucidates the
structure of the related problems we will have to solve in later sections. 1

2.1 Problem Definition

We have a series of discrete time-steps t1 . . . T in which we receive time-synchronized measure-
ments from the encoders θ1 . . . θT and depth images D1 . . . DT . How do we determine the true
state of the robot from these data? One approach might be to track a rigid object on the robot’s
body (such as its end effector); but this ignores valuable data from other parts of the robot’s body.
Another approach is to track the entire robot arm using the depth image.In this section, we will
derive a simple way of tracking the entire robot in configuration space (see page 63) from a series
of depth images. This has several advantages: it makes full use of observations of the robot’s
body, it naturally constrains solutions to those which are possible given the robot’s kinematics,
and it provides an estimate of the joint angles which can be used for visual servoing.

The goal is to predict a maximum likelihood estimate of the robot’s true configuration q1 . . .qT
from these measurements. In other words, we wish to find:

qT = argmax
q

P (q|D1, . . . ,DT , θ1, . . . θT ) (2.1)

If we model this as a Markov process, such that the state at time T only depends on the state
at time T − 1 and measurements from time T , and assuming conditional independence between

1This chapter largely reiterates earlier work that appears in [30]
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Figure 2.1: A robot arm opens a door using dense depth tracking. Left: the robot’s kinemat-
ics (solid) are compared with the estimated joint angles from the tracking system (transparent).
Right: the robot is shown grasping the door handle.

the depth image, configuration and joint encoders we have a maximization of the log-likelihood
of two terms:

qT = argmax
q

P (q|DT , θT ) (2.2)

= argmax
q

P (DT |q) P(q|θT )

P (DT , θT )
(2.3)

= argmax
q

log P(DT |q) + log P(q|θT ) (2.4)

these are the depth image posterior P(DT |q) and the joint encoder posterior P(q|θT ). With some
simple assumptions about the structure of the depth image and the joint encoders, it is possible
to write these out efficiently.

2.1.1 Depth Image Posterior

From each depth image DT , produce its point-cloud p1, . . . ,pM ∈ DT . We assume that given
the robot’s configuration q, the points in the point cloud correspond to some true point on the
robot’s body corrupted by identically distributed independent random noise. Assume there is a
ground-truth mapping βi(q) that gives us the point on the robot’s body that corresponds to the
point in the point cloud of the depth image.

Assume then that the points are distributed according to a simple isotropic normal distribution
so that

pi ∼ βi(pi,q) +N (0,Σp) (2.5)
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where Σp = σpI is the covariance of the point cloud noise, with σp being the noise variance.
With all these assumptions in place, the probability of seeing a particular point in the point cloud
given the robot’s configuration is simply

P(pi|q) = exp
−‖pi − βi(q)‖2

2σp
(2.6)

and assuming conditional independence, the depth image posterior becomes

P(DT |q) =
∏

pi∈DT

P(pi|q) (2.7)

and finally the log-likelihood becomes

log P(DT |q) = − 1

2σp

∑
pi∈DT

‖p− βi(q)‖2 (2.8)

Computing the posterior requires associating each point in the point cloud with a point on
the robot’s body. If these associations are unknown, we can use physical distance as a heuristic
to match a point in the point cloud to one on the robot’s body. That is:

β̄i(q) = argmin
β∈B(q)

‖β − pi‖ (2.9)

where B(q) is the set of all points on the robot’s body while the robot is in configuration q that
can be viewed by the depth camera (and which are not self-occluded). This heuristic is similar
to the one used in the Iterative Closest Point (ICP) algorithm. Because we use every pixel in
the depth image, this is a dense tracking technique (as opposed to a technique which only uses
sparse image features).

2.1.2 Joint Encoder Posterior

The relationship between the joint encoders θ and actual configuration q of the robot might
be quite complicated; but here we use a very simple model of the joint encoder noise that is
sufficient to capture it. Assume we have a fixed calibration Kθ(θ) which converts joint encoders
to robot configurations (see page 65), and assume that the true robot configuration is drawn from
an isotropic Gaussian distribution around this function. That is:

qT ∼ Kθ(θT ) +N (0,Σq) (2.10)

where Σq = σqI, and σq is the isotropic variance of the noise. With these assumptions, we can
write the joint encoder posterior as

P(qT |θT ) = exp−‖Kθ(θT )− q‖2

2σq
(2.11)

and the log-likelihood is simply
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logP (qT |θT ) = −‖Kθ(θT )− q‖2

2σq
(2.12)

admittedly, this model of joint encoder noise is not completely accurate, as it assumes there
is time-independent random noise on the joint-encoders, when in reality there are likely to be
systematic biases that depend on the configuration of the robot, time, or both. We will explore
more complex posteriors in later sections.

2.2 Algorithm Implementation

We implement the algorithm using stochastic gradient ascent of the log-likelihood function. The
algorithm can be summarized as follows:

1. Synchronize depth images and joint encoders at time T to produce DT and θT .

2. Initialize the gradient descent using the mode of the joint encoder posterior qk = Kθ(θT ).

3. Render the robot’s body in the depth image frame at time T to produce a set of body points
B(qk)

4. Match each body point to its nearest neighbor in the point cloud to calculate an estimate of
P(D|qk)

5. Minimize the negative log-likelihood using stochastic gradient descent.

6. Repeat.

2.2.1 Matching to the depth image

Our implementation relies on quickly rendering and matching points of the robot’s body to points
in the point cloud. To achieve this, we render a synthetic point cloud (Fig. 2.2 ) using a CAD
model of the robot and the depth camera’s intrinsics. Points are labeled by the GPU according to
the link they are associated with. Each synthetic point is then matched to a real point in the point
cloud using an octree. Outliers are rejected. The result is a conservative matching between the
synthetic point cloud and the real one which naturally handles occlusion and segmentation.

2.2.2 Stochastic gradient descent

We compute the stochastic gradient of the log-likelihood function with respect to the robot’s
configuration by randomly sampling M points of the robot’s body and computing:

∂

∂q
log P(D|q) ≈

M∑
i=1

∂

∂q
P(pi|q) (2.13)

= − 1

σp

M∑
i=1

JTβi (p− βi(q)) (2.14)
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(a) RGB input (not used) (b) Depth input

(c) Synthetic label image (d) Synthetic and real point clouds

Figure 2.2: Images taken during different phases of the dense tracking algorithm.

where Jβi is the linear kinematic Jacobian of the robot arm evaluated for body point βi (see
page 64). The gradient of the joint encoder posterior can also be computed as

∂

∂q
log P(q|θ) = −Kθ(θT )− q

σq
(2.15)

We use the stochastic gradient, rather than the full gradient, to save on computation. The
gradient descent step is then:

q(k+1) = q(k) − λ
(
∂

∂q
log P(q|θ) +

∂

∂q
log P(D|q)

)
(2.16)

where λ is a learning rate. We repeat until q(k) converges, and becomes the new estimated state
of the robot’s joint angles.

9



Algorithm Step Average time per frame (ms)
Forward Kinematics 0.1
Gradient Calculation 0.2
Data Association 1.5
Synthetic Rendering 8.0

Table 2.1: Timing data for the dense tracking algorithm. Notice that rendering the synthetic point
cloud takes up the vast majority of the time. Altogether, the algorithm runs at ∼ 100 Hz.

2.3 Experiments

We tested the dense tracking algorithm on the DARPA ARM-S robot, which has an Asus Xtion
Pro depth sensor and a Barret WAM arm. Timing data for the tracker is shown in Table 2.1 .
On average, the tracker runs at more than 100 Hz (the majority of time being spent creating the
synthetic point cloud image and shuffling data back and forth between the GPU). This is fast
enough to incorporate into a real-time control loop for visual servoing.

To verify that the algorithm was really reducing error in the robot’s joint angles, we conducted
an experiment where the robot was asked to touch a 2cm radius red dot repeatedly from different
directions with randomly sampled inverse kinematics solutions. The red dot was detected using
HSV blob segmentation in the RGB-D image, and its centroid in the point cloud was treated as
the 3D target that the robot was to servo toward (Fig. 2.3 ). We measured how far the finger tip
fell from the center of the red dot as a measure of accuracy. The experiment was performed 15
times for each case (with and without dense tracking), using the same randomly sampled starting
end ending configurations for the arm.

Fig. 2.3c shows the error of the fingertip when using visual servoing and without. Tracking
the arm in the depth image resulted in error that was well under 2cm, while using open-loop
position control resulted in errors that were in excess of 7cm.

This kind of error reduction allows us to perform more precise manipulation tasks. Figure
Fig. 2.1 shows an example of such a task: the robot uses dense tracking to servo toward a door
handle and open it. We performed this experiment 10 times. The robot was said to succeed
whenever its fingers caged the door handle, and was said to fail whenever its fingers missed the
door handle completely, collided with the door, or hit the door handle and slipped off. With visual
servoing from dense arm tracking, the robot succeeded 9/10 times. With open-loop position
control, the robot succeeded 0/10 times.

2.4 Discussion and Limitations

We have shown an example of how visual data can be used to correct joint angle uncertainty for
a robot arm, and how this correction can be used to improve the robot’s performance. The key
idea behind this simple algorithm involves treating the problem as one of maximum likelihood
estimation in the configuration space of the robot, given the sensor data.

However, this algorithm has severe limitations. First, it assumes all of the error comes from
joint angle offsets along the axis of the robot’s joints. It treats this uncertainty as simple isometric
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Figure 2.3: The visual servoing experiment. Left: the robot servos toward the red dot while
tracking its joint angles with the depth image. Right: the robot servos toward the red dot without
tracking its joint angles with the depth image.

Gaussian noise on the joint encoders, when in reality the noise is likely to be nonlinear and
depends on factors such as gravity and torque.

The technique fails to explicitly estimate the uncertainty of the robot arm’s state. Rather, it
just estimates a single maximum-likelihood estimate. Because it makes the Markov assumption,
the dense tracker does not make use of the entire robot trajectory to estimate the state. This
makes the technique prone to local minima.

Because we use simple point-to-point data associations between the robot’s body and the
depth image, we run the risk of mismatching data. Because we rely on simple gradient descent
to optimize the log-likelihood function, the algorithm is not very robust to outliers caused by
mis-matching of data. This will occur if any un-modeled objects (such as objects held in the
robots hand, or surfaces occluding the arm) are visible in the depth image near the arm.

Finally, this technique relies on a depth camera that can see all or part of the robot’s arm.
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What do we do if the camera is mounted on the robot’s hand (and hence can’t see any part of the
robot’s arm)? What if depth is not available? We will tackle some of these problems in the next
two chapters.
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CHAPTER 3

Dense SLAM using a Hand-Mounted Depth
Sensor

COnsider the following scenario: a robot with a hand-mounted depth sensor scans an unknown
scene filled with clutter. The robot’s goal is to create a geometric model of the scene that

it can use for motion planning and manipulation. If the robot had perfect kinematics, and no
uncertainty in its joint angle estimates, creating a geometric map of the scene would be trivial
– it would just involve finding the pose of the sensor at each timestep by looking at the robot’s
joint encoders, and then stitching together all of the robot’s sensor measurements at each pose to
create a 3D model. Unfortunately, as we have seen in the previous chapters, many robots do not
have perfect joint angle sensing, and some robots have a very large amount of kinematic error.
With incorrect joint angle measurements, the model of the scene that the robot creates from its
scan will be inaccurate.

As we have seen in chapter 2, an external depth sensor mounted on a robot’s body or affixed
somewhere in the scene can be used to correct joint angle error by maximizing the likelihood of a
robot’s configuration given its sensor data.Can the same approach that we discussed in 2 be used
when the camera is mounted on the robot’s hand, and can’t see any part of the robot’s body?

Right away, it’s clear that we’re dealing with a Simultaneous Localization and Mapping
(SLAM) problem. The robot’s pose at any given time is unknown because of kinematic un-
certainty. The model of the world is likewise unknown a. priori. We will therefore have to
estimate both the structure of the world and the robot’s state simultaneously.

In this chapter, we will explore a dense SLAM technique which simultaneously estimates the
robot’s joint angles and a dense 3D geometric model of the world 1.

3.1 Problem Definition

We have a series of discrete time steps t = 1, . . . T with synchronized joint encoder measure-
ments θ1, . . . , θT and depth images D1, . . . ,DT . The task is to estimate the robot’s true con-
figuration q1, . . .qT and a geometric model of the scene M simultaneously. Formally, we can
express this as computing a maximum likelihood estimate of the robot’s trajectory and geometric
model

1This chapter is largely restating earlier work found in [32]
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(a) Experimental setup.
(b) Kinect Fusion (baseline).

(c) Forward kinematics. (d) ARM-SLAM (e) Colorized ARM-SLAM.

Figure 3.1: Robot scans and reconstructions of a bookshelf at 1.5cm resolution using real depth
and encoder data (see page 20). Our approach (which estimates robot configurations rather than
camera poses) results in preservation of fine detail and edges that are lost when only using the
robot’s forward kinematics, with comparable reconstruction quality to Kinect Fusion.

{q1, . . . ,qT ,M}MLE = argmax
q1,...,qT ,M

P (q1, . . . ,qT ,M|D1, . . . ,DT , θ1, . . . , θT ) (3.1)

this expression is extraordinarily high-dimensional, and is difficult to directly optimize it, be-
cause the dense model M correlates every sensor measurement together. Therefore, we solve
this problem in the same way as several other dense SLAM techniques (particularly Kinect Fu-
sion [24]) by breaking the problem into two parts: first, tracking the sensor with respect to a fixed
dense map, and second, updating the dense map with respect to a fixed sensor pose.These two
steps, performed rapidly in alteration can be made to simultaneously construct a map and track
the pose of the sensor. The trade off is that both the pose and structure of the map can drift over
time as small errors accumulate.
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3.1.1 Mapping the Scene

Given a set of depth images D1, . . . ,DT taken at known poses C1, . . . , CT , we wish to construct
a 3D geometric model of the scene M. This is a well-studied problem in computer vision. We
chose the volumetric method of Curless and Levoy [8] known as Truncated Signed Distance
Field (TSDF) mapping. This is the same mapping method used by Kinect Fusion [24].

Using this method, the 3D model takes the form of a volumetric signed distance function:

M = Φ(x) : R3 → [−τ, τ ] (3.2)

where τ is a small radius around the surfaces of objects. The TSDF maps volumetric points in
the scene x to their distance to the nearest surface. Inside objects, the the distance is negative,
and outside the distance is positive. Exactly at the surface, the distance is zero. Therefore, the
surface of the scene is implicitly represented as the level set Φ(x) = 0.

To generate a TSDF from a series of depth images, we take all the points pi ∈ D in the
point cloud of each depth image, compute its surface normal ni, and use this to construct a
linearization of the distance field near pi. For all of the points x within a radius τ of pi, we
set its signed distance Φ(x) to the linearized value derived from the surface normal. When the
linearizations of several pixels intersect, we merely average the distances. Curless [8] proved that
this method minimizes the squared distance of points in the point cloud to the implicit surface
generated by Φ.

In practice, this is accomplished by storing voxels V within a region of interest. Each discrete
voxel contains an estimate of the signed distance, and a weight which is used to produce a running
average of the TSDF as new measurements accumulate. Algorithm 1 describes how to fuse a new
depth image at a known pose into the TSDF.

Using a TSDF to model the scene allows us to average out sensor measurement error as depth
images accumulate. The TSDF, since it is continuous and volumetric, also has the advantage of
having well-defined gradients∇Φ, which are easy to compute using finite differencing.

3.1.2 Tracking the Arm

Assuming a fixed dense map M, the problem of tracking the arm becomes significantly easier,
since we can use the Markov assumption such that the current configuration of the robot is
conditionally independent of all the previous configurations, joint encoder measurements and
depth images:

qMLE = argmax
q

P (q|DT , θT ,M) (3.3)

= argmax
q

P (DT |q,M) P (q|θT )

P(DT , θT ,M)
(3.4)

= argmax
q

log P(DT |q,M) + log P(q|θT ) (3.5)

notice that Eq. 3.5 bears a striking resemblance to Eq. 2.4 , only with an additional term for the
dense map M. This is because with a known map, the problem of tracking the robot arm using a
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// Given a depth image, sensor pose, previous TSDF, previous
voxel weights, a weighting function, a volume of
interest, and a truncation distance

Input: D, C,Φ(t−1),W (t−1), w, V, τ
// Inverse of the camera transform
C ′ ← C−1

// Initialize the new TSDF to the previous one
Φt ← Φt−1

// Initialize the weights
Wt ← Wt−1

for v ∈ V do
// Depth of voxel v
vc ← C ′v
// Current depth measurement for the voxel.
di ← D [π(vc)]
// Dist to camera plane.
dv ← vc(z)
// Locally linear approximation.
u← dv − di
// If dist within τ
if |u| < τ then

// Weighted average

Φt(v)← Wt(v)Φt(v)+w(u)u
Wt(v)+w(u)

Wt(v)← Wt(v) + w(u)
end

end
Output: Φt,Wt

Algorithm 1: FUSETSDF
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depth image of its own body is exactly equivalent to tracking the robot arm using a depth image
of a rigid body attached to its base. In this context, the dense map of the scene can be seen as
just another link of the robot that is attached rigidly to its base.

With this framework in mind, it is possible to use the same algorithm as in chapter 2 to track
the robot, replacing points on the robot’s body with points in the dense map. This is essentially
what we do in [32], except our representation of the dense map M is volumetric, rather than
point-based. The joint encoder posterior here is exactly the same as in Eq. 2.4 , so we use the
same method to compute it.

Depth Image Posterior

Assume that the points in the depth image are really samples of points on the surface of M that
have been corrupted by isotropic Gaussian noise. That is, for each pi ∈ D, assume that there
exists a point xi s.t Φ(xi) = 0 that corresponds to a point on the surface of M, and

pi ∼ xi +N (0,Σp) (3.6)

where Σp = σpI, and σp is the variance of the depth image noise. If pi is already very close to
xi, then the value of the distance field |Φ(pi)| ≈ ‖pi − xi‖, and therefore

P (pi|M) ≈ exp
−‖Φ(pi)‖2

2σp
(3.7)

Assuming conditional independence among all the pixels in the depth image, we arrive at the
expression for the log-likelihood of the depth image posterior from equation 3.5 as

log P(D|q,M) ≈ log
∏
pi∈D

exp
−‖Φ(pi)‖2

2σp
(3.8)

= − 1

2σp

∑
pi∈D

Φ(pi)
2 (3.9)

note that this is only valid if the pose estimate is already very near the true pose of the sensor.
Otherwise, the points from the depth image may be mis-matched to points in the dense map.
Depending on the geometry of the scene, the mis-matching could be more or less severe. For
instance, if the world consists of a single plane, this method would not be able to distinguish
between points on the plane, and all poses that move parallel to the plane will be treated as
equally probable (this is a problem that other TSDF methods suffer from as well).

3.2 Algorithm Implementation

As in chapter 2, we use stochastic gradient descent of the log-likelihood function to obtain a pose
estimate for the robot arm. We interleave this pose estimation step with a TSDF mapping step
following Alg. 1 . The result is a system which generates a consistent 3D map and corrects the
robot’s joint angles in real time.
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3.2.1 TSDF Mapping

We use the TSDF mapping system from our earlier work [31]. This mapping system (called
CHISEL) represents the TSDF as a spatial hash map of voxels. Each voxel stores a 16-bit signed
distance, a 16-bit weight, and a 32-bit color (which is not used for tracking). The TSDF grows
as more surfaces are observed, but unlike other systems, CHISEL stores only voxels that are near
surfaces, rather than the entire scene. This allows very large scale maps to be stored efficiently.

3.2.2 Stochastic Gradient Descent

The gradient of the log-likelihood function expressed in Eq. 3.9 with respect to the robot’s
configuration q can be computed as a simple application of the chain rule

∂

∂q
log P(D|q,M) = − 1

2σp

∑
pi∈D

Φ(pi)J
T
pi
∇Φ(pi) (3.10)

// Where q
(t)
e are the motor encoders at time t, λ is a

learning rate, and γ is a regularization parameter.
Input: Dt, θt,Φ

(t−1), λ,q(t−1)

q(k) ← q(t−1)

repeat
// The camera transform given the robot’s joint angles.
Tq ← Fcam(q(k))
// Gradient of the depth image posterior.
∇C ← 1

σp

∑
p∈Dt

[
Φ(t−1) [Tqp]JTp∇Φ(t−1) [Tqp]

]
// Descend the gradient.

q(k) ← q(k) − λ
(
∇C + 1

σq
(q−Kθ(θt))

)
until convergence;
qt ← q(k)

// Mapping step.
Φ(t) ← FUSETSDF

(
Φ(t−1),Dt,qt

)
Output: qt,Φ(t)

Algorithm 2: ARM-SLAM

3.3 Experiments

We conducted three types of experiments to observe the behavior of this algorithm; 2D simulation
experiments, 3D simulation experiments, and a real robot experiment. 2

2Videos are available at http://youtu.be/QrFyaxFUs9w
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t Fwd. Kin. Dense Fusion ARM-SLAM

500

EE Err. (pix.) 5.2± 5.9 3.4± 4.2 0.8± 0.7
Jnt. Err (rad.) 0.08± 0.06 − 0.06± 0.05
SDF Err (pix.) 1.4± 1.7 0.8± 0.8 0.5± 0.3
Class Err (%) 5.7± 3.2 4.7± 2.3 3.5± 0.6

999

EE Err. (pix.) 9.2± 6.7 14.7± 17.8 1.4± 1.9
Jnt. Err (rad.) 0.17± 0.07 − 0.08± 0.05
SDF Err. (pix.) 6.1± 5.3 12.2± 22.2 1.2± 0.8
Class Err. (%) 11.3± 6.2 9.5± 6.1 4.4± 1.1

Table 3.1: Results for the 2D simulation experiments (see page 19). The end effector error in
pixels, joint angle error in radians, distance field error in 106 pixels, and occupancy classification
error (the proportion of pixels mis-classified as containing an obstacle) is shown for forward
kinematics, unconstrained dense fusion, and ARM-SLAM for a data-set with 500 and 999 time-
steps. Our approach (ARM-SLAM) reduces all three error terms.

3.3.1 2D Simulation

In the simple 2D simulation experiment, a 3-link serial robot manipulator with a simulated 1D
depth sensor scans a scene. We added zero-centered Perlin [48] noise to its joint encoder read-
ings. That is,

θt = qt + βnPERLIN
(
snqt

)
(3.11)

where sn, βn are parameters which control noise frequency and magnitude, respectively. In our
experiments, sn = 1.0, βn = 0.2. The simulated depth image is noiseless.

For the world model, we constructed a simple 2D TSDF. We compare the performance of
ARM-SLAM (Alg. 2 ) against a simple unconstrained descent algorithm which assumes the
sensor can move and rotate freely, without considering the robot kinematics (Fig. 3.2 ). We
found that ARM-SLAM managed to both reduce end effector error and dramatically reduce
model error (Table 3.1 ), whereas just using a 2D dense fusion technique without constraining
using the robot’s kinematics resulted in severe, unrecoverable drift because of the scene’s self-
similarity and the robot’s fast motion. Note that in the real experiments, there is comparatively
much less actuator noise, and a much smaller scene than in the 2D experiments.

3.3.2 3D Simulation

We developed a 3D simulation of a Kinova Mico robot with a hand-mounted Occipital Structure
[44] depth sensor. In the simulation, the robot scans a simulated bookshelf. As in the 2D ex-
periments, Perlin noise is added to the ground truth joint angles to simulate actuator uncertainty.
We use the Open Chisel [31] chunked TSDF library for mapping. The simulated depth image is
noiseless. Reconstructions were done at a resolution of 1.5 cm per voxel.

We found that ARM-SLAM was able to correct for very large actuator error (see Fig. 3.4 ),
resulting in a final reconstruction near the ground truth (Fig. 3.3 ). By artificially increasing the
actuator noise, we found that ARM-SLAM significantly reduced the end effector error even when
the uncertainty in the camera’s pose was up to 12 cm (Fig. 3.4a ), we also found ARM-SLAM to

19



Figure 3.2: 2D simulation experiment (see page 19). The robot is shown in red. The simulated
depth image is shown as gray rays. The TSDF is shown as orange or blue pixels. Top left shows
the ground truth TSDF, top right is with forward kinematics only (with actuator uncertainty).
Bottom left corrects actuator noise using unconstrained dense fusion. Bottom right corrects
using ARM-SLAM.

be more robust to tracking failure from lost data than unconstrained Kinect Fusion (Fig. 3.4b )
due to the very strong motion prior from the robot kinematics.

3.3.3 Bookshelf Scanning

Using the same framework as in the 3D simulation, we reconstructed a bookshelf with a Kinova
Mico robot with a hand-mounted Occipital Structure sensor (Fig. 3.1 ). The robot was teleoper-
ated using a joystick. Beforehand, the Structure sensor was extrinsically calibrated to the robot’s
hand using the Tsai[16] method and a fiducial, though extrinsic calibration error cannot be ruled
out. The end effector deviation was measured using an Optitrack motion tracking system. One
challenge of working with the real robot data is that the joint encoders and depth sensor are
not synchronized. The joint encoder data is emitted at ∼ 500 Hz, whereas the camera data is
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(a) Ground truth (b) ARM-SLAM

(c) Kinect Fusion (d) Forward kinematics

Figure 3.3: Results of the 3D simulation (see page 19) with up to 0.8 radians of added noise per
joint.

produced at 30 Hz. To compensate for this, we store the robot’s configuration space trajectory
as a series of linearly interpolated, time-stamped waypoints. Using this, we can infer the joint
encoder readings at the time when the depth image was received.

The 3D reconstructions (Fig. 3.1 ) show that our method is able to recover 3D structure in the
scene that is lost when only the (noisy) forward kinematics are used. This is especially apparent
around the edges of the bookshelf and its adjacent walls. Our reconstructions are comparable to
Kinect Fusion run at the same voxel resolution (1.5 cm). We measured end-effector motion with
an optical motion capture system (Fig. 3.4c ) and found that Kinect fusion occasionally lost (and
regained) tracking due to self-similar surfaces in the bookshelf and surrounding walls. Because
of the strong motion prior from the robot’s joints ARM-SLAM did not have this issue. However,
our data from the motion capture system is too noisy to conclude ARM-SLAM performed any
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(a) 3D simulation with added noise.
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(b) 3D simulation with lost tracking.
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(c) Real data validated with motion capture.

Figure 3.4: End effector error observed in the 3D simulation (see page 19) experiments.
Fig. 3.4a : 100 trials with different noise seeds are run with increasing noise magnitude. Each
trial lasts 60 seconds. The median deviation of the end effector from ground truth is recorded.
Fig. 3.4b : in a different simulation, the robot briefly looks away from the scene and then looks
back. Kinect Fusion loses tracking. Fig. 3.4c : end-effector deviation in the real dataset as mea-
sured by an optical motion capture system, Kinect Fusion briefly loses and then regains tracking.

better than forward kinematics at reporting the true pose of the end effector (ARM-SLAM had an
end effector deviation of 1.2± 0.9cm while forward kinematics had a deviation of 1.4± 1.0cm).
It may be that extrinsic calibration error between the sensor and rigid hand mount is dominating
any error produced at the robot’s joints.

3.4 Discussion and Limitations

In this chapter, we introduced a framework (called ARM-SLAM) for dense visual SLAM in a
robot’s configuration space. We have shown that our approach is capable of reconstructing scenes
and reducing actuator uncertainty simultaneously. Unfortunately, ARM-SLAM has several limi-
tations which must be addressed in the next few chapters.
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First, since it is a pure model-based dense SLAM approach (like Kinect Fusion[24]), it suffers
from many of the problems that plague these approaches. The system requires clear geometric
structure and a large field of view to localize correctly, and since it uses no global pose graph, it
is susceptible to drift over longer trajectories. Further, we are only able to track the configuration
of the robot when a depth image is available. Also like those approaches, the underlying tracking
and mapping techniques are largely based on geometric arguments, making it difficult to incor-
porate probabilistic models. As a consequence, we don’t have a way of tracking the uncertainty
in the predicted joint angles.

By committing to localization in the configuration space of the robot, rather than SE(3), we
gain the benefit of only predicting physically plausible camera poses. We are also able to express
costs and priors (such as joint limit and self-collision costs) on robot configuration trivially. On
the other hand, error that can’t be expressed in the configuration space (such as error in the extrin-
sic calibration, or motion of the robot base) cannot be corrected for using our technique. Also,
the more joints a robot has in comparison to SE(3), the more work our technique has to do to
compute Jacobian terms, and the larger the camera motion null-space is (worsening susceptibil-
ity to local minima). For instance, a 2-jointed robot pan-tilt head would be comparatively easy
to localize vs. a highly redundant 50-jointed snake robot.

In spite of these limitations, our approach provides a good baseline for more complex SLAM
techniques designed to address these problems that we will examine in the next chapter.
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CHAPTER 4

Sparse General SLAM using a Hand-Mounted
Monocular Camera

THe previous chapters described techniques for tracking robot arms in real-time using both
external depth cameras, and depth cameras mounted on the robot arm itself. Though fast

and efficient, these techniques are both essentially simple filters on the robot’s state that make
a strong Markov assumption. That is, they assume that the current state of the robot can be
derived entirely from the previous state of the robot and current sensor measurements. In the
case of ARM-SLAM (the algorithm presented in chapter 3), the algorithm suffers from drift
in both the robot’s state and the map because of this assumption. Further, these techniques only
considered the joint angles of the robot as the state of the system, ignoring error from the extrinsic
calibration of the sensor, motion of the base, or inaccuracies in the robot’s model. Further, they
made no attempt at modeling the uncertainty of the robot state, and only predicted the maximum
likelihood estimate of the state.

(a) Forward kinematics only. (b) iSAM2 with BRISK features.

Figure 4.1: Closeup of stitched point clouds obtained from pose estimates using the robot’s
kinematics only, and the SLAM system. The SLAM system calibrates the camera extrinsics,
greatly improving the consistency of the map.

In this chapter, we will address these limitations by invoking a general graphical model that
describes arm tracking and calibration. This model is able to support sensors of many kinds (even
monocular sensors), and combines data from the joint encoders with data from the camera in a
principled way. By making the model more general, we are able to add more degrees of freedom
to the state (at some expense to performance).
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4.1 Problem Definition

Consider the case of a monocular (i.e. 2D) camera attached to a robot arm with inaccurate joint
angle sensing. Suppose that the camera is attached in such a way that it can’t see any part of the
robot’s body. As the robot moves around and collects data, how can we:

• Predict the robot’s joint angles over time?
• Create a consistent 3D map of the scene?
• Find the extrinsic calibration of the sensor relative to the end effector?
• Estimate the uncertainty in all of these unknown variables?

Formally, at a series of discrete time-steps 1, . . . , T , the robot receives synchronized monocular
images I1, . . . , IT and joint encoder measurements of position θ1, . . . , θT and velocity θ̇t, . . . θ̇t.
Unknown state variables of the system we wish to estimate include the robot’s configuration
q1, . . . ,qT , an unknown fixed extrinsic calibration Tcam ∈ SE(3), and an unknown map M,
which we will represent as a series of discrete landmarks {l1, . . . , lM} ∈ R3.

4.2 Graphical Model

The problem can be stated as a graphical model with factors representing priors and measure-
ment posteriors connecting nodes for 3D landmarks, robot configurations, and camera extrinsics.
This graphical model can be used as the basis for a sparse SLAM system (see page 56) that
incrementally maximizes the likelihood of the factor graph. Fig. 4.2 shows an example of the
graphical model used.

Tcam

q1 q2 q... qT

l1 l... lM
fq1,l1 fq2,l... fq...,lM

fθ1 fθ2 fθ... fθT

fθ̇1 fθ̇... fθ̇T−1

fTcam

Figure 4.2: Graphical model of the SLAM system.

Each time a camera at time-step t observes landmark i, we have a factor fqt,li that corre-
lates together the camera calibration, robot configuration, and landmark position. For simplicity
Fig. 4.2 shows only one landmark observation per time-step, but in fact there may be many
landmarks observed. The joint encoders are connected to robot configurations by the factors fθt .
Robot configurations are themselves correlated over time by the factors fθ̇t−1

. Note that due to
the formulation of the factor graph, we assume all these factors to be conditionally independent
of one another.
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In the coming sections, we will describe how each of these nodes and factors are expressed
in practice.

4.2.1 Landmark Observation Factors

The factors fqt,li of the graph (Fig. 4.2 ) represent the posterior probability of the robot’s config-
uration, camera extrinsics, and landmark position given observations of the landmark i at time t
(Fig. 4.3 ).

fqt,li = P (zi,t|qt, li, Tcam) (4.1)

here, we model a measurement of landmark li in camera image It as a 2D pixel coordinate zi,t.
The 3D landmark positions li is projected onto the camera image using the projection function

Fπ (qt, Tcam, li) = π
(
(F (q)Tcam)−1 li

)
(4.2)

the measurement zi,t can be modeled as a random variable sampled from the distribution

zi,t ∼ Fπ (qt, Tcam, li) +N (µz,Σz) (4.3)

where µz,Σz are the mean and variance of the re-projection noise, respectively. Therefore,

P (zi,t|qt, li, Tcam) = Nµz,Σz (Fπ (qt, Tcam, li)− zi,t) (4.4)

The Jacobian of each factor with respect to each state variable is also needed in practice to
optimize the graphical model. Each of these is computed by an application of the chain rule
to Eq. 4.4 . (The terms for the partial derivatives of the pixel location z with respect to the
landmark l and the camera extrinsic Tcam are taken from GTSAM [11], and make use of the
differential geometry of SE(3) (section A.1.1)):

[x, y, z]T = (F (qt)Tcam)−1 li (4.5)
∂zi,t
∂li

=

[
fx

1
z

0 −fxx 1
z2

0 fy
1
z
−fyy 1

z2

]
(4.6)

∂

∂li
fqt,li =

∂zi,t
∂li

(4.7)

∂

∂qt
fqt,li = −∂zi,t

∂li
Jli(qt) (4.8)

∂

∂Tcam
fqt,li =

[
xy −1− x2 y −1

z
0 x

z

1 + y2 −xy −x 0 −1
z

y
z

]
(4.9)

where F is the forward kinematics function, and Jli(qt) is the 3 × N kinematic linear Jacobian
(see page 64) for the point li at robot configuration qt.
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li

Σz

Tcam

It

qt



Figure 4.3: Landmark observation factor. The robot at configuration qt observes landmark li in
image It. The noise is on the re-projection of the landmark into the image.

28



qt −Kθ(θt)

δ

︸ ︷︷ ︸
∆θ

Figure 4.4: Joint encoder dead-zone function δ to account for gear backlash. Differences between
configuration and joint encoders of under ∆θ are ignored.

4.2.2 Joint Encoder Factors

The factors fθt represent the posterior probability of the robot’s configuration given the joint
encoder measurements at time t. That is

fθt = P (θt|qt) (4.10)

as in [32], we assume that the joint encoders are random variables drawn from Gaussian noise
on the true configuration of the robot

θt ∼ K−1
θ (qt +N (µθ,Σθ)) (4.11)

where µθ,Σθ are the mean and covariance of the joint angle noise, respectively, and Kθ is the
static joint encoder calibration function (see page 65). Therefore the posterior is

P (θt|qt) = Nµθ,Σθ (qt −Kθ(θt)) (4.12)

To account for gear backlash (see page 65), we add a small dead band ∆θ so that configura-
tions within ∆θ of the joint encoders are not penalized:

ε = qt −Kθ(θt) (4.13)
P (θt|qt) = Nµθ,Σθ (δ(ε)) (4.14)

δ(ε) = max (0, ‖ε‖ −∆θ) sgn (ε) (4.15)
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q(0)

q(1)

qt−1

qt

Σθ̇

∆t θ̇t−1

Figure 4.5: Robot dynamics factor shown for a 2-jointed robot. The joint velocity measurements
at time t− 1 are noisy, with covariance Σθ̇

where sgn is the sign function. The gear backlash term δ allows the joint angles of the robot to
vary within the dead-band ∆θ without penalty (Fig. 4.4 ).

Since the joint encoders directly measure the joint angles, the Jacobian of these factors are
simply the N ×N identity.

4.2.3 Robot Dynamics Factors

The factors fθ̇t−1
correlate the robot’s joint angles given joint velocity measurements θ̇t−1 (Fig. 4.5 ).

That is

fθ̇t−1
= P(θ̇t−1|qt−1,qt) (4.16)

we assume that the velocity measurements are random variables drawn from the true velocity of
the robot’s joints. That is

θ̇t−1 ∼
qt − qt−1

∆t
+N (µθ̇,Σθ̇) (4.17)

where δt is the time-step between time t and t − 1, µ ˙theta is the mean of the velocity noise, and
Σθ̇ is its covariance. Therefore
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P(θ̇t−1|qt−1,qt) = Nµθ̇,Σθ̇

(
θ̇t−1 −

qt − qt−1

∆t

)
(4.18)

The dynamics factors smooth our estimate of the joint angle trajectory so that it is closer
to physically feasible than if only joint encoder factors are used. In part, we do this because
the joint encoder posterior is not really representative of the true system dynamics that cause
the joint encoders to be inaccurate. The inaccuracy stems from unmodeled systematic error
that depends in part on the robot’s configuration and torques it is applying. Adding a factor to
constrain the motion of the joints allows us to smoothly predict the joint encoder error without
having to explicitly model the physical process that causes it. Note that for some robots, a direct
measurement of the velocity θ̇ may be unavailable. In this case, the finite differences of the joint
encoders may be used. In principle, this means that the joint encoder factors fθ and the dynamics
factors fθ̇ are not really independent.

The Jacobian of these factors is the negative N ×N identity for q1 and the positive N ×N
identity for q2.

4.2.4 Extrinsic Prior

The factor fTcam describes the prior distribution for the camera extrinsics. This is simply

fTcam = P(Tcam) (4.19)
= NµTcam ,ΣTcam

(Tcam) (4.20)

where µTcam ,ΣTcam are the mean and covariance of the extrinsic prior, respectively. The Jacobian
of this factor is the simple 6× 6 identity.

4.3 SLAM Back-end System Implementation

As the robot receives joint encoder measurements and observations of landmarks, we add nodes
and factors to the graphical model, which is then jointly optimized to find a maximum likelihood
estimate of all the unknown variables (q1, . . .qT , l1, . . . , lM and Tcam) given all the measure-
ments. We consider both batch and online solutions.

For the batch solution, we use Levenberg-Marquadt. For the online solution, we use the
Incremental Smoothing and Mapping 2 (iSAM2) algorithm [26]. For an explanation of how these
algorithms work, see see page 56. We use off-the-shelf implementations of these algorithms from
the Georgia Tech Smoothing and Mapping (GTSAM) [11] library, and make use of the outlier-
robust Cauchy estimator found in GTSAM (see page 68). Once factored, the graphical model
can be queried for the maximum likelihood estimate of the state as well as marginal estimates of
each of the parameters.

Algorithm 3 outlines the high-level online graphical SLAM algorithm. As new images are
received, features are detected and matched to existing landmarks in the graph. New landmarks
are triangulated based on their previous observations. Factors are added for the joint position and
velocity measurements. Finally, the graph is incrementally optimized.
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// Given new synchronized joint angle measurements and
camera images, and a graphical model

Input: It, θt, θ̇tG
// If the robot has moved more than a threshold.
if ‖θt − θt−1‖ > dθ then

// Add factors for joint encoders and velocities
G← G+ {fθt , fθ̇t}
// Find visible features in the graph
Lvisible ← CULLFEATURES(θt, G)
// Match visible features to the image.
Lnew ← DETECTFEATURES(It, θt, Lvisible)
// Triangulate new features using existing observations
Lnew ← TRIANGULATE(Lnew, G)
// Add observation factors to the graph
for li ∈ Lnew do

G← G+ {fli,θt}
end

end
// Optimize the graphical model
G← OPTIMIZE(G)
Output: G

Algorithm 3: High level graphical SLAM algorithm.
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(a) April tags (b) BRISK keypoints.

Figure 4.6: Detected April tags and their associated IDs, as well as detected BRISK keypoints
with their associated IDs.

4.4 Landmark Front-end System Implementation

To acquire landmarks from the camera images, we consider two systems: one based on April
[45] tags, and another based on natural image features using the Binary Robust Invariant Scalable
Keypoint (BRISK)[36] features.

4.4.1 April Tag Front-end Implementation

April tags are fiducials designed for computer vision and augmented reality consisting of unique
grid patterns. These tags can be detected easily in 2D images, and with a known intrinsic cal-
ibration and tag size, their poses relative to the sensor can be estimated. Using April tags, the
landmark li is simply the 3D location of the top-left corner of the April tag with tag id i. The
initial position estimate of li is given by the pose estimate returned by the April tags detector
(which also reports the pixel locations of each of the tag’s corners).

The April tags were used mainly to test the SLAM back-end system without having to worry
about landmark association. Our system does not require the tags to detect and associate land-
marks, but will use them when available.

4.4.2 Natural Image Feature Front-end Implementation

Acquiring and associating 3D landmarks from a series of natural images is somewhat more
complicated than acquiring 3D landmarks from fiducials. First, we acquire a number of BRISK
keypoints (see page 69) k1, . . . , kn in the image It roughly corresponding to corners and lines.
Each keypoint is associated with a descriptor d1, . . . , dn.

Then, for each keypoint, we match it to the closest potential 3D landmark visible from the
estimated robot configuration qt. We reject the match whenever the descriptor di’s Hamming
distance to the existing landmark’s last observed descriptor is too far, and accept it otherwise.

33



Rejected matches get added to the pool of new potential 3D landmarks, but are not added to the
factor graph until the following conditions are met:
• The landmark has been matched to two or more camera images.
• There is a sufficient stereo baseline between camera observations of the landmark.
• The landmark can be successfully stereo-triangulated (see page 67) from its observations.

The stereo triangulation system uses the current estimate of the robot’s configuration to esti-
mate the motion between frames. By conservatively eliminating outliers in this way, we minimize
false-positive associations between image features. Still, some false-positive associations occur.

4.5 Experiments

We attached an Asus Xtion Pro to the hand of a Kinova Mico robot, calibrated the camera in-
trinsics using a checkerboard fiducial, and scanned several scenes using the robot’s joystick. The
depth image from the Asus Xtion was not used in the SLAM system, but was only used to dis-
play the resulting reconstruction as a stitched point cloud. We use the depth image as a way of
measuring the reconstruction quality of the SLAM system.

4.5.1 Results

We commanded the robot to scan an office scene using a joystick. The robot makes a loop around
the scene, which consists of several objects in an office. Fig. 4.1 shows a closeup of the scene
reconstructed using stitched point clouds from the hand-mounted RGB-D sensor. We hand-coded
an initial guess for the camera extrinsics. Fig. 4.1a shows the resulting reconstruction when only
the forward kinematics with the initial extrinsic guess is used, while Fig. 4.7b shows the resulting
reconstruction using our SLAM system. Fig. 4.7 shows a similar reconstruction of a tabletop
scene. Visually, the SLAM system greatly improves the quality of the map, eliminating many
double surfaces and other misalignment issues. Table 4.1 shows the parameters used during this
reconstruction. Notice that the uncertainty on the camera prior is much higher comparatively than
the uncertainty on the joint angle measurements. Figure 4.8 shows the final extrinsic estimate
from the SLAM system as compared with an image of the real robot. Visually, it appears that the
extrinsic estimate is one or two centimeters further back than the real camera, but is otherwise in
the correct location.

4.5.2 Performance

Table 4.2 shows per-iteration timing data for the SLAM system using iSAM2. Here “Graph Op-
timization” refers to the time spent optimizing the factor graph, “Stereo Triangulation” refers to
the time spent running RANSAC and triangulating landmarks between frames, “Display” refers
to the time spent drawing debug data and displaying the point cloud, “Landmark Extraction”
refers to the time spent extracting and associating BRISK features to landmarks, and “Landmark
pre-cull” refers to the time spent frustum culling potential landmarks for association with new
keyframes.
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Parameter Value
dθ 0.01 radians
wC 3.0
Σz 1.0I2×2

µz 0
Σθ 0.05I6×6

µθ 0
ΣTcam 0.5I6×6

µTcam I
Σθ̇ 0.01I6×6

µθ̇ 0
∆θ 0.01 radians

Table 4.1: Parameters of the SLAM system used in the real data set (Fig. 4.1 ).

Component Max (ms) Mean (ms)
Graph Optimization 181 48
Stereo Triangulation 137 45
Display 121 26
Landmark Extraction 66 19
Landmark pre-cull 35 12

Table 4.2: Per-iteration timing data for the SLAM system using iSAM2.
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(a) Forward kinematics only. (b) iSAM2 with BRISK features.

Figure 4.7: Closeup of stitched point clouds obtained from pose estimates using the robot’s
kinematics only, and the SLAM system. The SLAM system calibrates the camera extrinsics,
greatly improving the consistency of the map. In this data set the robot scanned a nearby tabletop
several times from different orientations and heights.

Position fθ Velocity fθ̇ q Err. (deg) Tcam Err. (cm) Reproj. Err. (pix)
3 3 0.34 0.28 0.74
3 7 0.78 0.31 1.35
7 3 1.66 0.76 1.52
7 7 4.21 9.35 38.17

Table 4.3: Effect of using joint angle position and velocity measurements as priors for camera
motion. Data are for a single random trajectory for a randomly generated 6DOF robot in sim-
ulation. fθ refers to whether the joint position encoders, or fθ̇ the joint velocity encoders were
added to the factor graph. The median joint angle error, final extrinsic translation error, and final
median landmark reprojection error are shown.

Figure 4.9 shows the number of landmarks observed during the data set in Figure 3.1. The
number of landmarks with two or more observations rapidly increases. At the end of the data set,
there are over 1500 landmarks, mostly with 4 or more observations. Landmarks with only one
observation are not included in the factor graph.

Table 4.3 shows the effect of turning on or off the joint position and velocity measurements
for a simulated 6-DOF robot. As expected, without strong priors from the arm motion, the SLAM
system struggles to track both the position of the end effector and the joint angles. Both velocity
measurements and position measurements can be used to track the robot arm, though position
measurements are more informative since they do not contribute to drift over time.

4.5.3 Simulated ground truth

We implemented a simulated system based on the SceneNet [17] camera simulator. The robot
uses a real joint angle trajectory recorded from user input. The true joint angles are corrupted by
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Figure 4.8: The final extrinsic estimate of the camera in the real data set (Fig. 4.1 ) (right)
compared with a picture of the real robot (left). The lens of the RGB camera is highlighted by a
green circle.

Perlin [48] noise with a magnitude of 0.1 radians per joint. The initial extrinsic of the camera
is corrupted by an incorrect 30cm translation offset and 20 degrees of angular noise. The color
images are noiseless and unlit. The robot scans the room making two loops, collecting 600
(320× 240) images. Figure 4.10 shows simulated images used in the data set.

Figure 4.11 shows stitched point clouds from the keyframes collected over the trajectory.
Using the incorrect extrinsics and noisy encoders, the bedroom has severe reconstruction errors
including double or blurred surfaces. Even under these severely noisy conditions, our SLAM
system produces a reconstruction nearly indistinguishable from ground truth data. Figure 4.12
shows the stitched point cloud produced by the SLAM system compared with the ground truth
point cloud using the CloudCompare [14] software. Almost all points in the cloud are within
a centimeter of the nearest ground truth point. There is a slight misregistration in one of the
corners, where the point-to-point error is around 6 centimeters.

Figure 4.13b shows the median landmark reprojection error over the course of the experiment.
As the camera extrinsics and joint angles are corrected, the landmark reprojection error decreases
from ∼ 5 pixels per landmark to ∼ 0.5 pixels per landmark. Figure 4.13a shows the error of the
final maximum likelihood estimate for the joint angle trajectory. Each joint angle individually is
predicted to within 2 degrees of ground truth. Figure 4.14 shows the error of the camera extrinsic
estimate over the iterations of the SLAM system. Here, x points right, y up, and z forward.
The error is reduced from ∼ 10cm on all axes to less than 1cm along z and ∼ 1cm of error
remaining along x and y. Figure 4.14c shows the error of the final maximum likelihood estimate
for the camera position. The final error in position is comparatively very low, and is less than a
centimeter along all axes. Note that the systematic error here is a result of the robot’s trajectory.

One disappointing result was that when the noise on the joint angles was increased, the SLAM
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Figure 4.9: Number of landmarks by observation over time in a real data set. Landmarks with
only one observation are not included in the factor graph.

system struggled with kinematic redundancies (Fig. 4.16 ). In particular, the Mico arm has two
joints that have parallel axes of rotation. In some situations, it is difficult for the SLAM system to
resolve whether both joints are moving in opposite directions, or whether neither joint is moving.
Even though the pose estimate and reconstruction of the scene is accurate, the SLAM system fails
to accurately predict the joint angles in these cases. We will explore why this is the case in the
next section.

4.5.4 Modifying the Robot’s Kinematic Structure

With another set of experiments, we wanted to explore the relationship between the structure
of the robot and its camera parameters to the ease of calibration and SLAM using a simulated
camera.

Figure 4.15e shows an experiment in which we varied the simulated camera’s field of view
between 90 and 20 degrees. The system tends to be more reliable with a larger field of view,
because it is able to associate features over larger number of frames – but as the field of view
increases the resolution of the image becomes an issue.

Figure 4.15a shows several randomly-generated fractal robots that were used to determine
the relationship between the robot’s number of degrees of freedom, and the ease of calibrating
and tracking it using a visual sensor. The robots were generated by chaining together rotational
joints at random orientations. The links of the robot randomly decrease in length along the chain,
and have random orientation noise. For each robot, we generated a random trajectory (Fig. 4.17 )
which is a random walk through the robot’s configuration space achieved by applying simulated
random velocities to the robot’s joints. This was repeated 20 times for each robot. 1000 random
landmarks were sampled in a 5 meter box around the robot, and these were used for SLAM rather
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Figure 4.10: Simulated depth (left) and color (right) images.

than a simulated camera image so that the camera measurements were not biased by the scene
structure. These landmarks are projected onto a simulated camera and noise is applied to their
measurements. Isometric Gaussian noise was added to the joint measurements with a standard
deviation of 0.05 radians. An offset of 17cm was applied to the camera extrinsics with rotation
offsets around x, y and z of 0.1 radians.

Figure 4.15c shows how the final maximum likelihood estimate of the camera extrinsic
changes with the number of degrees of freedom of the robot. With only 1, 2, or 3 degrees of
freedom, the SLAM system struggles to find the correct extrinsic estimate. We believe this is
because the kinds of trajectories that the robot is able to generate with so few degrees of freedom
do not produce high enough baseline matches for landmarks between frames. The SLAM system
performs about equally well at estimating the camera extrinsics for robots with 4 or more degrees
of freedom.

Figure 4.15b shows how the median reprojection error of the landmarks changes with the
number of degrees of freedom. The median reprojection error seems to modestly increase from
∼ 1 pixel of error to ∼ 2 pixels of error as the number of degrees of freedom increases from 1 to
19.

Figure 4.15d shows the median absolute joint angle error of the SLAM system’s final maxi-
mum likelihood estimate. As the number of degrees of freedom increases, the SLAM system is
less able to predict the true joint angles of the robot – in spite of the fact that the camera extrinsics
are calibrated about equally well. This is because as the number of joints increases, the system
becomes more and more under-constrained, requiring more measurements from the camera to
accurately predict. There is also an effect caused by the decreasing size of each of the robot’s
links – as more links are added to the robot, the marginal additional motion at the end effector
introduced by that degree of freedom is reduced, making it more difficult to predict those degrees
of freedom from reprojection error alone.
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(a) Forward kinematics only. (b) iSAM2 with BRISK features. (c) Ground truth

Figure 4.11: Stitched point clouds from three simulated data sets in which random noise was
added to the initial camera extrinsic estimate and joint encoders.

4.5.5 Comparison with Other SLAM Systems

We tested our SLAM system against two other pure visual SLAM systems, Kinect Fusion [24]
(a fully dense method using only the depth image) and ORB-SLAM [42] (a state of the art key-
frame based monocular SLAM system) on a simulated dataset.

Figure 4.18 shows the camera trajectories produced by each SLAM system, and 4.19 shows
the translational error in the camera position over these trajectories. All of the trajectories were
transformed into the same reference frame such that the camera position at time 0 is the identity.
Note that since ORB-SLAM is a purely monocular visual SLAM system, there is scale ambi-
guity in its trajectory estimate. We scaled the ORB-SLAM trajectory such that its total error
against ground truth was minimized. The optimal scale factor was found through rough binary
search to be around 4.22. The trajectories were time-synchronized and compared using linear
interpolation.

Our system (labeled ISAM2) outperforms both Kinect Fusion and ORB-SLAM in this sim-
ulated dataset (Table 4.4). For the first five seconds or so, our method, Kinect Fusion, and
ORB-SLAM perform about equally well, with Kinect Fusion performing the best. However,

40



Figure 4.12: The stitched point cloud created using the SLAM system compared with the ground
truth point cloud.

after around 30 seconds, both Kinect Fusion and ORB-SLAM drift away from ground truth and
never recover. ORB-SLAM in particular completely loses tracking when the robot’s trajectory
contains a pure rotation, while Kinect Fusion fails when the camera is looking only at a flat floor.
ORB-SLAM regains tracking at around 150 seconds.

By using the robot’s joint angle measurements as a strong prior, our system is able to recover
the motion of the camera much more robustly than the pure visual SLAM systems, and is also
automatically able to recover the trajectory’s scale.

Time (s) ISAM2 Kinematics Kinect Fusion ORB-SLAM
10 0.01± 0.001 0.17± 0.003 0.01± 0.010 0.04± 0.014
30 0.01± 0.001 0.17± 0.004 0.08± 0.141 0.04± 0.035
150 0.01± 0.001 0.17± 0.006 0.61± 0.436 0.32± 0.208

Table 4.4: Comparison of SLAM systems on a simulated dataset. Camera translation error is
shown in meters for the first 10, 30 and 150 seconds of the dataset. The initial simulated noise
added to the robot’s kinematics is also shown for reference. Our method (here called ISAM2)
consistently has less translation error than Kinect Fusion and ORB-SLAM, especially as the
dataset evolves.
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Figure 4.13: Fig. 4.13a shows absolute joint angle error in degrees in the simulated data set. The
initial simulated error is drawn from a multivariate Gaussian (x axis) and is then corrected by the
SLAM system (y axis). The plot shows how much error is reduced for each joint. If the SLAM
system were not correcting joint angle error, all of the samples would fall on the diagonal dotted
line. If the SLAM system corrected all of the joint error, then all of the samples would fall on
the x axis. Fig. 4.13b shows median landmark reprojection error in the simulated data set. This
is the median error over all observed landmarks per iteration of the SLAM system. Fig. 4.13c
shows the translational end effector error reduction in the simulated data set as a kernel density
of 2,500 samples (darker patches have more density).
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(a) Extrinsic translation error.
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Figure 4.14: Camera extrinsic error in the simulated data set per iteration of the SLAM system.
Figures 4.14a and 4.14b show the translation and rotation error of the extrinsic estimate per
iteration of SLAM. Figure 4.14c shows the final end effector position error over the length of the
trajectory.
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(a) Auto-generated fractal robots with 1, 2, 3, 4, 6, 10 and 20 degrees of freedom.
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Figure 4.15: Simulated experiments exploring the effect of varying the number of degrees of
freedom and camera field of view. Figures 4.15b, 4.15c, and 4.15d show the final median re-
projection error, error on the camera extrinsic, and absolute error per joint angle respectively
over increasing degrees of freedom. 20 experiments were performed for each number of DOFs.
In figure 4.15e, the camera field of view is varied between 90 and 20 degrees, with 50 random
experiments per condition on a random 6-DOF robot.
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Figure 4.16: Illustration of kinematic redundancy. The true joint encoder offset is zero. q2 and
q3 have parallel axes of rotation, so any rotation where q2 = −q3 results in a net rotation near
zero. The SLAM system struggles when these redundancies are present, especially when the
translational baseline between frames is small.

4.6 Discussion and Limitations

In this chapter, we set ourselves the task of calibrating and tracking a noisy robot arm using
a single monocular camera looking at an unstructured world. By using Bayesian factor-graph
based SLAM, we produced a system capable of simultaneously calibrating a robot’s extrinsics,
producing a map of 3D landmarks, and tracking the robot’s joint angles with a single monocular
camera.

Unfortunately, our experiments have revealed clear limitations to our approach. The key
problem is that since the camera is outward facing, it can observe neither the joint angles nor the
extrinsic calibration directly. Therefore, we have to infer the joint angles and extrinsic calibration
from the reprojection error of the landmarks alone. As the number of degrees of freedom of the
robot increase, the task of calibrating and tracking it becomes more difficult due to the fact
that more data is required to prevent the SLAM problem from being under-constrained. In the
extreme cases shown in figure 4.15a, where the number of degrees of freedom is much more than
6, so much data is needed to uniquely constrain the joint angles of the robot that estimating them
is not possible (even when the extrinsic calibration can be estimated well).

In this work, we have referred to the problem as “kinematic redundancy” (Fig. 4.16 ), but
in general what we have is a case of unobservability. In control theory, a system is said to be
observable when its state can be inferred from its measurable output [57]. Generally, we can
write a system as a function of the state which produces some output:

f(xt) = yt (4.21)

If the system were fully observable, it would be possible to infer the inverse of the system such
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Figure 4.17: An example of a simulated and automatically generated robot and trajectory for a
6 DOF robot. The maximum likelihood estimate is shown in red. The ground truth is shown in
green. Landmarks are represented as squares. The camera extrinsic is shown as an axis in the
middle of the last link.

that

f−1(yt) = xt (4.22)

For example, if we consider a simple linear system

f(xt) = Axt + b = yt (4.23)

then the observability of f would depend on the inevitability of A, and the dimensions of A,xt
and yt. In other words, f is observable if and only if this linear system is fully constrained. In
the under-constrained case, sometimes it is still possible to find a solution for xt that satisfies
all the constraints – for example by using the pseudo-inverse of A to produce a minimum-norm
solution, but there is no guarantee that this solution represents the true state of the system. In
general, a linear system will be fully constrained if the rank of A is greater than or equal to the
size of xt.

So, is the problem outlined in chapter 4 observable? This depends entirely on the trajectory
that the robot has taken, its number of degrees of freedom, and the observations it has made.
The method we use (Bayesian inference on a factor graph) finds a maximum likelihood estimate
by producing a state estimate that minimizes the reprojection error over all of the observations.
In iSAM2 [26] and other systems that rely on this kind of inference, this is accomplished by
linearizing the system state around the current estimate and forming the system of equations

JTΣ−1J∆x = JTΣ−1∆z (4.24)

where J is the Jacobian of the full system, ∆x is a change in state (trajectory, landmark locations,
etc.), ∆z is the reprojection error, and Σ is the full covariance matrix of the system. The SLAM
system then solves for ∆x so that the measurement error is reduced toward zero. At first glance,
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Figure 4.18: Estimated camera trajectory in a simulated dataset using different SLAM systems.
The left figure shows the trajectory during the first 25 seconds, the right figure shows the same
trajectory during the first 120 seconds.
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Figure 4.19: Error of the estimated camera trajectory (Fig. 4.18) vs. ground truth in a simulated
dataset. The left figure shows the trajectory error for the first 35 seconds. The right figure shows
the error of the same trajectory for the first 150 seconds.

this seems like a linear system much like equation 4.23; so we should be able to apply traditional
observability analysis to this system of equations to find out whether our problem is observable.

When we tested the rank of J for 6-DOF robots, we found it to be of full rank in all but
the most extreme of cases (for example, when only one landmark is observed from a very small
baseline). This seems counter intuitive, because for a 6-DOF robot, there are 6 joint angles
to estimate as well as the 6-DOF extrinsic calibration – twice as many parameters as can be
explained by the motion of the camera. But keep in mind that we are satisfying many constraints
on the reprojection error of multiple landmarks, and if enough data are collected, these constrains
should be enough to estimate the state of the system.

So why does the SLAM system still sometimes fail to estimate the joint angles of the robot,
if our analysis tells us that the SLAM system is observable? A recent work by Maye et. al [39]
sheds light on this problem. According to [39],

[. . . ] traditional observability analysis is helpless when it comes to noisy input data
on real physical systems. It is indeed purely algebraic, performed a priori, and hence
omits the numerical difficulties associated with sensory data.

That is, even if a system is rank-deficient, it may appear to be full-rank when the data are noisy.
Indeed, a Gauss-Newton like method will do even worse under these conditions, because it will
fit its solution to noise in the dimensions of the system that are unobservable. By switching to
a robust Cauchy estimator (see page 68), we have alleviated this problem somewhat – but the
system could still be silently unobservable without us realizing it.

[39] solve this problem by instead examining the Fisher information matrix JTΣ−1J in terms
of its numerical rank – which counts the number of singular values of a matrix which are less
than a bound ε depending on the scale of the noise. They apply this analysis to an online cal-
ibration problem very similar to our own, and use it to suppress updates to the system state in
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directions that have been determined to be unobservable. A similar work by Zhang et. al [62]
finds directions in which the SLAM system is degenerate and freezes them for a 6-DOF sensor
platform with lasers and cameras.

Still, in our case, we have one significant advantage over the problems presented in [39] and
[62] – namely, since the robot’s joint encoders strongly inform its state, the system is guaranteed
to be observable so long as the noise on the joint encoders is small enough. The noise in most of
our experiments (including those shown in figures 4.15a and 4.16) is greatly exaggerated beyond
what we would expect to see in reality to make the problem of kinematic redundancy clearer. In
contrast, most SLAM problems involve an unobservable state space with a freely moving robot
whose pose can drift over time.

In future work, we would like to apply the methods of [39] and [62] to our SLAM problem
to not merely determine when a robot’s trajectory produces unobservable motion, but to alleviate
the problem of kinematic redundancy automatically. Such a system may also in principle allow a
robot to decide which actions will increase the observability of its own state, and therefore would
allow it to generate its own calibration trajectory autonomously.

4.7 Preliminary Work: Moving Robot Base

We have done some preliminary work on modeling the motion of the robot’s base with both
a 6 DOF free-floating base, and a 3 DOF holonomic planar base. Consider a noisy robot arm
mounted on a moving base, with a camera mounted on the end effector. As the robot simultane-
ously moves its base (by wheels or some other mechanism), and joints, can we estimate the joint
angles, position of the base, and the camera extrinsics simultaneously?

The key idea we can use here is that the robot’s base can be considered just another joint, with
degrees of freedom that have different measurement noise characteristics. We can use an identical
factor graph (Fig. 4.2 ), where the first 6 or 3 degrees of freedom devoted to the 6 DOF or 3 DOF
motion of the robot’s base, respectively. Care must be taken to correctly model these additional
degrees of freedom, since they have different topology and measurement characteristics than the
robot’s other joints.

4.7.1 Planar Holonomic 3-DOF Base

Consider a robot with a planar holonomic base (Fig. 4.20 ). The robot base has 3 degrees of
freedom, [x, y, θ] which correspond to the position and orientation of the base in the plane. The
base pose is in SE(2), where x, y degrees of freedom have normal Euclidean linear topology,
while the third degree of freedom has circular topology. The kinematic Jacobian of this base
motion is thus no different than any other robot with prismatic and revolute joints.

Assume that we have no direct measurement of the base pose from encoders. The encoders
factors fθ will thus be ignored for the base. The velocity factors fθ̇, however, will still be active,
though they will likely have much more noise than the velocity factors on the other joints, de-
pending on how the base is actuated. In addition to these factors, we need only add one more
factor: a prior on the initial pose of the robot’s base which grounds the trajectory to a fixed
coordinate frame.
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Figure 4.20: A planar holonomic 3DOF robot base (dark blue) translates and rotates in the plane.
A 4-DOF robot with revolute joints (light blue) is attached to the base, and moves randomly.
Landmarks (green and red dots) are observed by a simulated camera (axis on the end effector).
The SLAM system reduces the error of the end effector trajectory (colors: green - ground truth,
red - MLE from SLAM, cyan - noisy odometry and encoders).

The result is that absent measurements from the camera, the robot’s base pose will drift
over time. This is consistent with most other SLAM problems. Measurements from the SLAM
system, combined with measurements from the joint encoders, should correct for this drift (which
is analogous in some ways to SLAM problems using an IMU as an input).

Fig. 4.20 shows a simulated example of this kind of SLAM problem, using an auto-generated
4 DOF robot arm mounted on the base, with simulated landmarks. The velocity measurements of
the base motion are simulated as the true velocity plus some zero-mean Gaussian noise. With the
right parameters, it seems possible to simultaneously estimate the joint angles, camera extrinsic
and base motion from the camera. However, more rigorous experiments and analysis are required
to say anything more about this problem.

4.7.2 Free-floating 6-DOF Base

As in the previous section, we have a robot arm mounted to a moving base. In this case, the base
is free-floating and six dimensional. The kinds of robots that this case covers include hand-held
robots, flying robots, and swimming robots. We represent the base using a 4x4 homogeneous
transformation matrix. Jacobians with respect to this matrix are taken in the tangent space using
the exponential/log map. Like in the previous section, we assume we have some loose prior on
the velocity of the base. All other parts of the system are identical to the 3DOF planar base.

Fig. 4.21 shows the SLAM system running on a simulated 4-DOF robot attached to a free-
floating 6-DOF base, which is free to translate and rotate in space. Though its clear that the
SLAM system manages to reduce the overall error of the robot’s end effector trajectory, it doesn’t
do as well as in the 3-DOF case, as there is still significant drift in the base pose. Looking closely
at the trajectory, we can see that in the first few timesteps the robot’s base motion is incorrectly
interpreted, which causes all of the subsequent timesteps and landmark locations to be wrong.
We also show (bottom row Fig. 4.21 ) the same trajectory, but with very strong (Σ = 0.01 meter)
priors on the absolute landmark locations. In this case the SLAM system is able to track the
robot’s position and calibrate its extrinsics because the ambiguity between the scene structure
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and base motion is eliminated.
These experiments show the need for further research into the 6DOF free-floating base prob-

lem.
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Figure 4.21: A free-floating 6-DOF (dark blue) flies freely in space. A 4-DOF robot with revolute
joints (light blue) is attached to the base, and moves randomly. Landmarks (green and red dots)
are observed by a simulated camera (axis on the end effector). The SLAM system reduces the
error of the end effector trajectory (colors: green - ground truth, red - MLE from SLAM, cyan
- noisy odometry and encoders). The top row shows the result without any prior on landmark
locations. The bottom show shows the result on the same trajectory, but with strong priors on the
landmark locations.
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CHAPTER 5

Related Works

STATE and calibration are two of the most fundamental problems in robotics. Many of the
earliest works in academic robotics have focused on estimating a robot’s state or calibrating

its sensors. These are generally seen as two of the main competences required for autonomous
robotics. Our work falls into the category of robot tracking and calibration without fiducials or
markers, using only natural image features or depth.

5.1 Hand-eye Calibration

Since at least the 1970’s, there has been a wealth of research into what is called the hand-eye
calibration problem [54]. In this problem, a camera is mounted on the end of a robot manipulator
with an unknown extrinsic pose Tcam relative to the robot’s end effector. The robot takes several
measurments using the camera and attempts to compute the unknown extrinsic pose from these
measurements.

In the earliest formulations of this problem, the camera measurements consist of the known
3D poses of objects relative to the camera (usually, calibration targets such as checkerboards),
and the exact pose of the end effector is known with absolute certainty. When these assumptions
are made, one can write down an exact global geometric solution to the problem in the form of a
Sylvester equation [10] having the form:

AX = XB (5.1)

where A consists of the poses of the end effector, B consists of pose measurements relative to
the camera, and X is the unknown calibration Tcam. Once the problem is written in this form,
it is usually split up into rotation and translation components which are solved seperately (since
the translation component is linear, and the rotation component is not), either using a quaternion
representation, or homogenous transformation matrices [54]. Since the classic formulation of the
problem is not robust to noise or incorrect camera measurements, recent work [20] has reframed
the problem as one of constrained global optimization that is solved iteratively.

Other works attempt to remove the requirement that camera measurements consist of known
poses of objects relative to the camera. A work by Andreff et. al [2] solves the hand-eye cali-
braiton problem using structure from motion. This work is very similar to our own: it does not
require fiducials for calibration, instead it does a sparse 3D reconstruction of the scene. However,
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unlike our work, [2] treats the problem again as a purely geometric one relating the unknown ex-
trinsic calibration to camera motions caused by the robot manipulator and measurements of the
landmark locations. For that reason, it is not able to account for uncertainty in the joint angles,
nor can it explicitly provide uncertainty estimates for all of the relevant calibration parameters.
In contast, our work frames the problem as one of Bayesian state estimation, which gives us the
ability to explicitly consider the uncertainty of the joint angles and other measurements.

An interesting recent work by Heller et. al [20] extends [2] to automatically generate the
robot’s trajectory that will best calibrate the camera extrinsics. We believe that this approach
could also be adjusted to be used in our framework to generate high quality trajectories for
calibration.

The hand-eye calibration problem is a subset of the problem we wish to solve in this work.
We not only wish to find Tcam, but also other unknown parameters of the system (namely, the
joint angles of the robot, and the motion of its base). Further, we do not want to depend on any
fiducials or markers for camera measurements; instead, we wish to use the camera images of an
unknown scene directly. Finally, we want to have an estimate of the uncertainty of each of the
unknown parameters. To our knowledge, prior work on the hand-eye calibration problem has not
considered the uncertainty of the extrinsic Tcam.

In all of our works, we get a rough initialization of the extrinsic of the camera using a classic
hand-eye calibration technique from Tsai [16] and a fiducial.

5.2 Tracking Articulated Bodies

In chapter 2 we introduced an algorithm for tracking a robot arm in a dense depth image. This
kind of approach is widely used in motion capture and visual servoing to track articulated bodies.
In human motion capture [40], the articulated movement of a human actor’s body is recorded by
a computer vision system either using visual markers [46], accelerometers [50], or depth images
[55].

Our work is very similar to human motion capture techniques using depth images. For ex-
ample, a human tracking technique used in Microsoft’s Kinect [55] first classifies human parts
(head, shoulder, arm, etc.) in a depth image to produce labellings using a decision forest, and
then uses these labeled parts to infer joint positions. This is analagous to our approach, which
first labels pixels in the depth image based on their correspondence to the robot’s links and then
tracks the joint angles of the robots based on this labeling. However, in our case the labeling
is far simpler because of the strong prior from the robot’s joint encoders. An earlier work by
Grest et. al [15] uses an extremely similar approach to ours to track human bodies in a depth
image. By projecting a canonical human body model into the depth image, the human parts can
be associated with depth pixels and then its joint angles are tracked with respect to the image.
Our approach differs only in that it is incorporated into a robot control loop, and uses a strong
prior from the robot’s joint encoders.

Simiarly, a number of works involve tracking robot arms in depth or color images. Krainin
et. al [34] estimate the pose of a robot manipulator as well as an object held in the hand as
part of an offline modelling process using both depth and color; and incorporate this data into
a Kalman filter. Hebert et. al [19] combine measurements from fiducials, silhouettes and depth
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to track a robot arm and manipulated object with a Kalman filter. Like our work, [34] and [19]
are both concerned with tracking the noisy Barrett WAM arm. Some of the most recent works
in this domain (published after our work [30]) come from Schmidt et. al [52, 53], and concern
the Dense Articulated Real Time Tracking (DART) algorithm. DART is strikingly similar to
the algorithm derived in chapter 2. Like our method, it uses depth images to track noisy robot
arms; but uses a much more efficient signed distance field representation of the robot’s body (a
representation we make use of in chapter 3) for part association, and also incorporates motion
of the base and reasoning about occlusion. Lately, DART has also incorporated contact with the
environment as a contraint [53].

5.3 Simultaneous Localization and Mapping (SLAM)

Simultaneous Localization and Mapping is a classic problem of robotics consisting of jointly
estimating the state of the robot and the structure of the world around it. There are a wide variety
of techniques for solving SLAM problems. In this work we focus on two broad categories of
SLAM algorithms: “dense” techniques, which express the SLAM problem as one of computing
a dense geometric map of the scene while simultaneously tracking the state relative to that map,
and “sparse” techniques, which reduce the SLAM problem to one of solving a joint optimization
of both the state and the map. Chapters 2 and 3 are both examples of dense techniques applied
to robot arm tracking, while chapter 4 describes a sparse technique applied to the same problem.

5.3.1 Dense SLAM

The dense SLAM problem consists of estimating a detailed geometric map of the scene, as well
as the state of the system over time. Methods of computing the dense geometric map and the
system state vary with the kind of sensor and state space used. Early work on dense SLAM, such
as DP-SLAM [13] have utilized 2D occupancy grid map representations of the dense map, and
have variously used Particle Filters or the Extended Kalman Filter (EKF) for localization. These
methods are sufficient for 2D maps with poses in SE(2), but suffer from drift over large scales,
and because they are so memory and computationally intensive, they fail to scale to 3D maps
with higher dimensional state spaces.

More recent work in dense SLAM has relied on advances in GPU computing and depth sens-
ing technology. Dense Tracking and Mapping (DTAM) [43] was one of the first fully-dense 3D
SLAM systems. DTAM tracks the pose of a handheld monocular camera using direct image
alignment to a keyframe for which it keeps a dense 3D map – but DTAM is limited to very small
scenes and can quickly lose track of a scene if the camera moves too quickly. Kinect Fusion
[24] was one of the first dense SLAM systems to use a depth camera and high-performance GPU
computing to track a handheld camera in real-time. Unlike DTAM, Kinect Fusion creates a glob-
ally metric 3D map consisting of a Truncated Signed Distance Field (TSDF) [8], and it directly
aligns depth images to this global map using the Iterative Closest Point [4] algorithm. While cre-
ating very detailed, photorealistic reconstructions and real-time camera tracking, Kinect Fusion
suffers from drift over long trajectories and has enourmous memory requirements for dense map
storage.
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Much of the latest research in dense visual SLAM is focused on making up for the short-
comings of Kinect Fusion and its variants. Kintinuous [60] and Chisel [31] are systems based
on Kinect Fusion which attempt to increase the scale of the 3D reconstruction by more careful
management of memory. ElasticFusion [61] incorporates some ideas from sparse SLAM systems
to correct misalignment and drift in the dense SLAM system by means of a dense deformation
graph.

The algorithm shown in chapter 3 is a dense SLAM approach very much in the same vein as
Kinect Fusion. It has a TSDF map representation, and estimates the pose of the sensor through
dense geometric alignment.

5.3.2 Sparse SLAM

In contrast to dense SLAM, sparse SLAM techniques do not attempt to maintain a detailed geo-
metric map of the scene, instead they focus on accurate estimation of the system state trajectory
from a sparse set of landmarks. This allows sparse SLAM techniques to jointly optimize the
positions of landmarks and the trajectory, which prevents drift and ensures consistency when the
same scene is observed multiple times.

Some of the oldest SLAM techniques are sparse systems utilizing landmarks. Some of the
earliest works on SLAM, including the approach from Smith and Cheeseman [56] treated the
SLAM problem as a classical filtering problem over landmark positions and robot trajectory,
which were estimated incrementally using the extended kalman filter. Fast-SLAM [41] treats
the problem as a joint optimization of landmark locations and the robot trajectory, optimizing
the trajectory using a particle filter and the landmark locations using the extended Kalman filter.
Early SLAM techniques of this kind focused on 2D maps with robots in SE(2). Such filtering
approaches typically only try to estimate the landmark locations and position of the robot at the
most recent time, rather than the full robot trajectory.

Parallel Tracking and Mapping [29] and MonoSLAM [9] are some early examples of sparse
SLAM systems that use natural image features to track hand-held 3D camera motion. MonoSLAM
tracks a small set of features by filtering the landmark locations and camera trajectory in an EKF
simultaneously, while PTAM tracks a very large number of features using incremental bundle
adjustment over a set of sparse keyframes.

Approaches relying on filtering of any kind (and in particular the EKF) for SLAM have
come under scrutiny for being inconsistent with very simple counterexamples, such as stationary
vehicles repeatedly measuring the locations of the same landmarks again and again, or a robot
making a loop repeatedly [25]. Further, methods relying on filtering have been shown to scale
poorly to large problems.

These concerns led to a number of approaches that attempt to directly solve what is called the
full SLAM problem, that is, treating the state of the system to be the full trajectory of the robot
over time rather than merely at the most recent time. These works typically treat the SLAM
problem as an optimization of the Bayesian factor graph describing correlations between all
poses of the robot and measurements, and unlike filtering approaches do not make the Markov
assumption that the current state of the robot is conditionally independent on its previous state.
The seminal work of this class of algorithms, Square Root Smoothing and Mapping [12] showed
that by using sparse linear algebra over the full factor graph, the SLAM system could actually
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be made more efficient than filtering approaches while also considering many more landmarks,
longer trajectories, and loops. Further, this kind of approach does not require linearizing the
state of the system or measurements, making it more amenable to nonlinear state spaces and
measurment models. These techniques are sometimes called smoothing approaches since they
distribute (“smooth”) error over the entire trajectory.

More recent works have focused on improving the performance and scalability of the smooth-
ing technique. Incremental Smoothing and Mapping (iSAM2) [26] is the method used as a back-
end for chapter 4, and improves the efficiency of the smoothing technique in the online setting by
storing a Bayes tree, which compresses the factor graph into conditionally independent cliques
arranged in a tree. iSAM2 is able to efficiently update the maximum likelihood estimate of the
trajectory and landmarks by only updating the relevant parts of the Bayes tree as new data arrives.

One state-of the art SLAM system utilizing both natural image features and a nonlinear-
optimization smoothing SLAM approach comes from Leutenegger et. al [35] and fuses natural
image data with high-frequency inertial measurements. The algorithm in chapter 4 is heavily
inspired by this approach, since we use the same image features (BRISK), and also combine
low-frequency measurements from a camera system with high-frequency measurements (in our
case, from joint encoders rather than an inertial unit).

5.4 Calibrating with SLAM

There have been a number of works which aim to calibrate robots using SLAM. As we have
written in the previous chapters, calibrating with SLAM is a desirable goal because it allows the
robot to self-calibrate in real-time without relying on highly controlled environments, fiducials,
or human measurements.

Of particular interest to computer vision researchers is the automatic calibration of camera
intrinsic parameters (fx, fy, cx, cy etc.) from SLAM. In the SLAM framework, the camera intrin-
sics can easily be included as an additional factor in the joint probability density of the system.
Ozog et. al [47] present a survey on methods of calibrating camera intrinsics using SLAM, and
point out some difficulties that arise from incorrectly modelling the intrinsics. Teichmen et. al
[59] calibrate the intrinsic parameters of a depth camera using a SLAM system. Keivian et. al
[27] actively control a robot to best inform its calibration parameters. In chapter 4 we calibrate
the intrinsics using a seperate process – but there is no reason we could not also include them as
factors to be jointly optimized by the system.

There are also a number of works which attempt to estimate the extrinsic transformations
between two or more cameras using SLAM. This is of particular interest for stereo reconstruction
and mobile robotics. Carerra et. al [7] calibrate a multi-camera vehicle by co-registering the
trajectories of each monocular camera as estimated by a SLAM system. Basso et. al [3] calibrate
the extrinsic transform between a monocular and depth camera using a SLAM system. Heng et.
al [22] calibrate the extrinsics of a multi-camera flying vehicle system using SLAM. In another
work, Heng et. al [21] calibrate a multi-camera ground vehicle using a two-pass SLAM system.
In chapter 4, we similarly calibrate the extrinsics of a camera with respect to the robot’s wrist
using SLAM; but to our knowledge we are the first to apply such a system to a robot with a
hand-mounted camera.
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A few works calibrate robot arms using SLAM-like techniques. One interesting work from
Roncone et. al [51] calibrates the full Denavit Hartenburg parameter table of a robot using mul-
tiple self-touch constraints – an approach which is analagous to SLAM for the robot’s own body.
Pradeep et. al [49] calibrate a robot arm using a fiducial held in the robot’s hand and a global
bundle adjustment technique. They optimize both the camera extrinsics and joint angles of the
robot. Interestingly, they speculate about a future system which might be able to omit the fiducial
and calibrate using natural image features. Birbach et. al [5] similarly use bundle adjustment on
fiducials attached to the robot’s body to calibrate joint offsets and camera extrinsics. The work
we present in chapter 4 is very similar to [49]; though instead of using global bundle adjustment,
we use an incremental SLAM system, and we use natural image features rather than a single
fiducial. Using natural image features allows us to calibrate the robot anywhere at any time, and
take in much more data for calibration.

Maye et. al [39] provide a detailed analysis of automatic robot self calibration, using mobile
robot SLAM as an example. They note that as the number of degrees of freedom of the system
increases, care must be taken to create trajectories which inform the SLAM system so that the
robot’s state is observable. Their method alleviates this problem by only updating the maxi-
mum likelihood estimate in directions that are likely to be observable. This is a very interesting
approach that is worth trying in our domain.
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CHAPTER 6

Conclusion

IN this work, we showed how common problems of tracking and calibrating robot arms can be
expressed as SLAM problems; and presented three ways of tracking the state of a robot arm

and calibrating it. First, chapter 2 showed how a robot arm could be tracked in real time using
a depth image. Chapter 3 showed how the same algorithm could be inverted and combined with
a dense mapping technique to simultaneously track a robot arm and map a scene in real time
using a depth image. Finally, chapter 4 presented a method of simultaneously track a robot arm,
calibrate its camera extrinsics, and map a scene using a monocular camera image and graphical
SLAM.

We can track and calibrate even very noisy robot arms to enable them to grasp and touch
small objects, or create 3D reconstructions of scenes in real-time; without fiducials or other
special calibration “tricks”. Our methods succeed in 2D and 3D simulations, and with real robot
data. Chapter 4 in particular is highly generalizable to robots with a wide variety of sensors and
noise models.

However its clear that the methods presented here have limitations that should be addressed
in future works.

All of our methods assume a static scene. This limits them to simple scenarios where the
robot scans a static scene from a fixed viewpoint. The dense SLAM technique shown in chapter
3 incorrectly interprets moving objects as being part of the scene’s static geometry, while the
sparse SLAM technique in chapter 4 rejects moving objects altogether as outliers.

Addressing this limitation would involve explicitly modeling the motion of dynamic objects
in the scene, and motion of the robot’s base (as in section 4.7.2). Unfortunately, this increases the
degrees of freedom of the system by six per dynamic rigid object, and runs the risk of producing
systems that are unobservable. Our preliminary experiments have indicated that successfully
modeling the motion of the robot’s base simultaneously with the motion of its arm might be
feasible; but more analysis is required to implement such a system on a real robot.

Another key issue is that we have not adequately modeled the actuator noise (treating it
as static Gaussian noise on the joint encoders in chapters 2 and 3, and as bandwidth-limited
Gaussian noise in chapter 4). More systematic analysis of the physical structure of the robot is
necessary to determine how the unmodeled dynamics affect its joint angle measurements over
time. It might also be possible to regression techniques (such as Gaussian Process Regression)
to learn more complex noise models for

Finally, the problem of kinematic redundancy (Fig. 4.16 ) needs to be addressed – if the
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joint angles aren’t directly observable, and have redundancies how can we prevent a SLAM or
calibration system from predicting incorrect joint angles? In section 4.6, we hinted that a method
from [39] that prevents the SLAM system from updating its maximum likelihood estimate along
unobservable dimensions might be used to prevent this problem.
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CHAPTER A

Appendix and Background

A.1 Geometry of 3D Space

The world is 3-dimensional. The dimensions (labeled x, y, and z) form an orthogonal linear basis
of the world. The 3D world is sometimes referred to as the “work space”, or as “task space.” We
represent it using the Euclidean space R3.

A rigid body B is a continuous set of (possibly moving) 3D points in R3 such that the distance
between any two points p1,p2 ∈ B is always constant. The position and orientation of a rigid
body in 3D space can be explained by 6 degrees of freedom (3 for translation, and 3 for rotation).
The set of all such positions and orientations is called the Special Euclidean Group SE(3).
A member of this groups is referred to as a transformation. A transformation can be used to
describe the relationship between two reference frames in 3D space. A reference frame is the
origin of a coordinate system.

In this work we represent transformations mainly as homogeneous transformation matrices
which have the form

T ∈ R4×4 =


|

R3×3 t
|

0 0 0 1

 (A.1)

where t ∈ R3 is the translation, and R ∈ R3×3 is the orthogonal rotation matrix whose columns
represent the rigid bases of the reference frame implied by the transformation matrix.

The transformation matrix can be used to multiply homogeneous vectors in R3, transforming
them into their reference frame. For example,

pb = T ab pa (A.2)

the transformation matrix T ab transforms points in reference frame a to reference frame b when
pre-multiplying points in frame a, where

p = [x, y, z, 1]T (A.3)

is a 3D point expressed in the so-called homogeneous form.
Transformations can be concatenated by multiplying their homogeneous matrices together.

They also have a well-defined inverse.
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A.1.1 Differential Geometry of 3D Space

It is sometimes necessary to describe velocities or small, incremental motions in 3D space. For
points and vectors, we can do this using straightforward calculus in the Euclidean space of R3.
But what about for transformations in SE(3)?

Rigid transformations complicate the differential geometry of 3D space by conflating to-
gether the rotation and translation of sets of 3D points which must obey a pairwise distance
constraint. Because of this, there is no straightforward mapping from SE(3) to R6. Rather, the
transformations of SE(3) exist in a constraint manifold that is embedded in R6. The study of
differential geometry on this constraint manifold is called tangent space geometry and is accom-
plished through the Lie Algebra. Here, we provide a brief explanation of the Lie Algebra of
motions in SE(3) transcribed from an excellent tutorial by Blanco [6].

Motions in SE(3) can be expressed by their tangent-space forms using what are called the
exponential and logarithm maps.

The Exponential Map

The exponential map takes a 6-DOF motion

v =

[
t
ω

]
(A.4)

(where t is the translational motion, and ω is the rotational motion expressed as a differential
rotation around x, y, and z) and converts this motion to a rotation matrix of the form

expv =

[
e[ω]× Vt

0 1

]
(A.5)

and

V = I3×3 +
1− cos θ

θ2
[ω]× +

θ − sin θ

θ3
[ω]2× (A.6)

where θ = ‖ω‖, and [ω]× is the skew symmetric matrix of the form:xy
z


×

=

 0 −z y
z 0 −x
−y x 0

 (A.7)

The operator [•]× also has an exponential map:

exp[ω]× = I3×3 +
sin θ

θ
[ω]× +

1− cos θ

θ2
[ω]2× (A.8)

as well as an implicit inverse [•]∇ using the exponential map, we can convert motions in SE(3)
into homogeneous transformation matrices.
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The Logarithm Map

The logarithm map is the inverse of the exponential map. We can take a motion expressed as a
homogeneous transformation matrix and re-express it as a 6-vector in the form of equation A.4
using the inverse of each component of the exponential map:

v =

[
t′

ω

]
=


x′

y′

z′

ωx
ωy
ωz

 (A.9)

ω = [lnR3×3]∇ (A.10)
t′ = V−1t (A.11)

The symbols used here mirror those used in the exponential map.

A.2 Articulated Linkages and Robot Arms

An articulated linkage is a series of rigid bodies (called links) connected by joints. Each joint
has one or more degrees of freedom, and two associated links A and B. A degree of freedom
maps a value q ∈ R to a transformation TAB (q) ∈ SE(3), which encodes the rigid transformation
between links A and B. A degree of freedom may correspond to a rotation, translation, or both.
A degree of freedom may have limits qmin, qmax, that constrain its motion.

Robot arms are a special case of the kinematic linkage. Usually, robot arms are serial link-
ages, meaning that the graph formed by links and joints is a tree, with the root fixed to the world,
and allow for sensing and control of the degrees of freedom.

The set of degree of freedom values q = [q1, . . . , qN ]T is called the configuration of the
linkage, and is represented as a vector. The set of all possible configurations of the linkage
q ∈ Q is called the configuration space [38].

A.2.1 Forward and Inverse Kinematics

The configuration space of a linkage is related to its workspace R3 by its forward and inverse
kinematics. Using forward kinematics, any point on the robot’s body x can be transformed into
the workspace by the function Fx(q) : Q → R3. Forward kinematics encode a many-to-one
relationship between a configuration and the points on the robot’s body, and always has a solu-
tion. The forward kinematics can be computed merely be concatenating the link transformations
together Fx(q) = TN−1

N (qN) . . . T 2
3 (q2)T 1

2 (q1)
The inverse of the kinematics function can also be defined, which for a point on the robot’s

body x, returns the configuration which puts x at the desired location; F−1
x (x) : R3 → Q. This

is in general a one-to-many function, and may have no solution.
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A.2.2 The Robot Jacobian

The first-order derivatives of the kinematics functions can also be computed. The first-order
derivative of the forward kinematics function Jx = ∂

∂q
Fx ∈ R3×N is called the Jacobian of

the linkage. The inverse of the Jacobian J−1
x can also be defined. In general, the inverse of the

Jacobian J−1
x describes the joint velocities required to move x at a specified linear velocity. If

the robot has more or fewer degrees of freedom than 3, the Moore-Penrose pseudo-inverse of
the Jacobian J+

x can be used instead. Through the principle of virtual work, the transpose of the
Jacobian JTx can be used to describe the instantaneous torques required to apply a linear force at
x.

In general the Jacobian is computed as the partial derivative of the forward kinematics func-
tion with respect to the robot’s joints. For some robots (specifically, serial link robot manipulators
with only rotational joints) the linear Jacobian can be computed easily through a series ofN cross
products [38]:

Jx =

 | . . . | . . .
z0 × (x−O0) . . . zi−1 × (x−Oi−1) . . .

| . . . | . . .

 (A.12)

where x is the point of interest, zi is the axis of rotation of the ith joint, and Oi is the origin of
the ith joint. Each column represents the contribution of joint i to the linear velocity of x.

A.2.3 Topology of the Configuration Space

The configuration space, Q, is the set of all possible configurations of the robot. Depending
on how the robot is structured, the configuration space may have linear, spherical, or toroidal
topology. For a serial manipulator robot, the configuration space of the robot is the cross product
of the configuration spaces of each joint.

If the robot is made entirely of rotary joints with positive and negative limits within ±π, or
prismatic joints with or without limits, then the topology of the configuration space is merely
RN , where N is the dimension of the configuration space. However, if the robot has rotary joints
which can “wrap around” more than once, then the joint angles are equivalent modulo 2π. That
is, the joint angle q(i) ≡ q(i) + 2kπ ∀k ∈ Z. In this case, the topology of the configuration
space is the cross product of multiple SO(2) (circular) state spaces. If all of the joints have this
property, then the configuration space is a hyper-torus (Fig. A.1 ). Still other more exotic joints
have more complicated topology. A ball-and-socket joint, for instance, has SO(3) topology. A
robot with all ball-and-socket joints has hyper-spheroid topology.

The topology of the configuration space complicates some of the common operations (such as
taking derivatives, differences, and interpolations in the configuration space) used in this paper.
For clarity, we write these common operations as though the configuration space were RN ; but in
practice the topology of the configuration space has to be taken into account. Here is how some
of the common operations are implemented:
Differences: the absolute difference between configurations q1 and q2 is the length of the mini-

mum arc between them in configuration space. For instance, in SO(3) it is the great circle
distance between two points on the spherical configuration space. On a torus, it is the
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q1

q2

Figure A.1: A two-dimensional toroidal configuration space embedded in three dimensions. The
minimum length arc between q1 and q2 is shown as a red line.

toroidal arc between the two configurations. For more complex configuration spaces, it is
the sum of all the minimum arcs of the configuration spaces of each degree of freedom.

Interpolation: Interpolating between q1 and q2 consists of parameterizing the minimum arc by
path length from q1 to q2. In SO(3) or SO(2), it is the slerp operation.

Derivatives: Derivatives in the configuration space are meant to be taken along the tangent
space of the robot’s configuration. Closed form tangent space transformations are available
for all joint types.

At all stages of SLAM or tracking, we take care to use the proper differences, interpolations,
and derivatives for the robot’s configuration space.

A.2.4 Encoders

The degrees of freedom of a robot can be measured by sensors called encoders. These include for
example optical, resistive, current, and mechanical sensors. In general the output of an encoder
θ can be used to estimate the value of its associated degree of freedom qθ through an encoder
calibration function qθ = Ke(θ). For some encoders, the calibration function can be represented
as a simple linear transformation. For other encoders, the calibration function must be more
complex.

Some robots have dynamic mechanisms (such as springs, gear trains or cables) between their
encoders and associated degrees of freedom. These degrees of freedom may complicate the
calibration function, adding dynamic factors such as the velocity and torque of the system.

Gear Backlash

One particular dynamic effect of interest is gear backlash, which occurs whenever a series of
gears sits between the encoder and the robot’s joint. This happens because tiny gaps between the
gear teeth prevent the gears from being in contact all the time. Consequently, the joint or motor
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may rotate slightly without actually turning the gears. In principle, this limits the sensitivity of
the joint encoder to small motions.

A.3 Data Synchronization and Interpolation

In all of the SLAM, calibration and tracking applications discussed in this work, we assume
that all data from the robot (images, joint encoders, etc.) is time-synchronized. In practice,
the cameras we use refresh at between 30 and 60 Hz, while the robot joint angles are sampled
between 100 and 1000 Hz. Both the camera images and the joint encoders are time-stamped.
To time-synchronize the camera images and joint encoders, we use linear interpolation of the
joint encoders sampled by time, making use of the fact that joint encoders are sampled at a much
higher rate than the camera images.

For example, suppose an image It is sampled at time t = 1.5 seconds, and we have joint
encoders sampled at 100Hz. The nearest two joint encoder measurements are at most 0.01
seconds away. Call these qt−∆

and qt+∆
, where ∆ is the joint angle sampling rate, and t falls

between t−∆ and t+ ∆. We construct the time-synchronized joint encoder measurement qt by

qt =
t− t+∆

t+∆ − t−∆

qt+∆
+

(
1.0− t− t+∆

t+∆ − t−∆

)
qt−∆

(A.13)

that is, the configuration is the linear interpolation of the two nearest joint encoder measurements.
When interpolating, care must be taken to use the correct topological space. If the joints have
limits, then simply linearly interpolating the joint angles over time works. However, if the joints
are unlimited and spin freely, their angles have to be interpolated on SO(2).

A.4 Geometric Computer Vision

A.4.1 Pinhole Cameras

Optics describes the relation between geometric points in the world and their corresponding 2D
image projections [18]. The simplest kind of optical system is a pinhole (i.e.lens-less) camera.
A simple pinhole camera consists of a rigid transformation Tcam ∈ SE(3), and a intrinsic matrix

K =

 fx 0 cx 0
0 fy cy 0
0 0 0 1

 (A.14)

where fx, fy are the focal lengths, and cx, cy are the image center. The intrinsic matrix can be
used to turn pixel coordinates p ∈ Ω into homogeneous intrinsic coordinates p′ by the equation:

p′ = K

[
p
1

]
(A.15)

the homogeneous intrinsic coordinates p′ at depth z can be converted into a point in the world x
using the projection function
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x = π (p′, z) = Tcam

p′xzp′yz
z

 (A.16)

A.4.2 Stereo Triangulation

When a 3D point x is observed by two cameras I1 and I2 with known pose, it is sometimes
possible to extract the 3D point from its two 2D measurements p1,p2. This process (called
stereo triangulation) relies on intersecting the two rays from the optical axes of each camera
that pass through the image plane at each measurement. In practice, if there is any error in the
image, or the poses of the cameras are uncertain, then the rays may not intersect. In this case, the
problem can be framed as an optimization of:

x∗ = argmin
x

(‖π1(x)− p1‖+ ‖π2(x)− p2‖) (A.17)

where π1 and π2 are the image projections onto camera 1 and 2. There are many methods used
in the geometric computer vision community for optimizing equation A.17. The method we
use is one which optimizes this equation using a fast nonlinear approximation, provided by the
OpenGV [33] library.

If the pose estimate is completely unknown, or has significant error, simply triangulating
the points by minimizing A.17 can result in very bad estimates for x∗. In this case, it helps
to also optimize the pose estimate before triangulating points. We do this using the 5-point
Stewenius [58] bundle adjustment algorithm with Random Sample Consensus (RANSAC) to
first find the pose between I1 and I2 before triangulating points, rejecting outliers. The Stwenius
algorithm solves a set of linear equations which constrain the camera’s pose estimate to minimize
reprojection error between the cameras. By using RANSAC as well, the pose estimate is robust
to outliers.

A.4.3 RGB-D Cameras

RGB-D cameras (or depth cameras) are sensors which provide both color images and depth im-
ages. Projective depth cameras, such as the Microsoft Kinect, Asus Xtion or Occipital Structure
sensor work by projecting an infrared pattern onto the scene. By measuring the deformation of
the pattern as viewed by an infrared camera, an estimate for depth can be achieved with stereo
triangulation. This depth estimate is limited by the stereo baseline of the infrared camera and
projector, and usually falls between 0.4 and 3 meters.

The point cloud of a depth image is defined as all of the valid pixels in the depth image
unprojected into the scene using the depth camera’s intrinsics.

A.5 Factor Graphs

One key idea used in this thesis is the factor graph [1] abstraction for Bayesian estimation. For
example, if some joint probability density function can be broken down into factors
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P(a, b, c) = f1(a)f2(a, b)f3(a, c)f4(b, c) (A.18)

then we can describe the joint probability density of a, b, c as a graph with nodes representing the
values of a, b and c and links representing the factors f1, f2, f3 and f4. Figure A.2 shows such a
graph.

a b c
f1

f2 f3 f4

Figure A.2: An example of a factor graph for the equation A.18

The structure of the graph can be exploited to efficiently estimate the joint probability den-
sity of latent variables in the graph, conditional densities, and other properties of the system. For
example, cliques in the graph represent groups of variables that are conditionally independent
given the other variables, and such cliques can be estimated independently. iSAM2 [26], the al-
gorithm we use primarily for graphical SLAM in this work, exploits the structure of the problem
to convert the factor graph first into a chordal Bayes Net (a related graphical model containing
only the variable nodes and directed edges representing joint probability distributions), which is
then converted into a Bayes tree made up of the conditionally independent cliques of the graph.
In a Bayes tree, each each node represents a conditional probability density, and is conditionally
independent of its sibling nodes given its parent. As new factors are added to the graph, small
modifications are made to the Bayes tree so that only a small subset of the unknown variables in
the graph (i.e the factors and nodes corresponding to the affected cliques) have to be re-estimated.
This is accomplished using message passing.

A.6 Robust m-Estimators

A common kind of optimization problem (called the least-squares problem) involves minimizing
the sum of squares of a set of error terms ∑

i

ci(x)2 (A.19)

where ci are error terms and x is a parameter vector we wish to estimate. For example, if x
represents the parameters of a model that is to be fitted to data, we can estimate the optimal
parameters which minimize the squared residuals ci(x) = ri that encode the difference between
the model and measured data.

If there is noise in the data, outliers can corrupt the result produced by least-squares. This is
because as the residual ri increases in size, its influence over the cost of the least-squares system
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Figure A.3: Comparison of the squared cost vs. the Cauchy robust cost with wC = 3

is very high in comparison to the inliers. To correct this problem, we can introduce a robust cost
function [63] to replace the squared cost terms that rejects outliers.∑

i

ρ(ri) (A.20)

where ρ is a robust cost function. The cost function (called an m-estimator) should be positive
definite and have the property that near 0, its value should be smooth and rapidly increasing, but
that far away from 0, its value doesn’t grow. In this way, the outlier data doesn’t greatly affect
the cost.

The robust cost function we have chosen to use in this work is the Cauchy robust m-estimator.
It has the form:

ρ(r) =
wC2

2
log

(
1 +

(
r

wC

)2
)

(A.21)

where wC is the single parameter of the cost function that affects its rate of increase. Figure A.3
shows how this function behaves with increasing residuals.

A.7 2D Image Features and Association

Sparse visual SLAM systems require a set of unique 3D landmarks to be observed multiple
times in different camera images. However, the real world is made up of continuous and possi-
bly moving surfaces with shadows, specular highlights, and changing appearances dependent on
viewpoint and occlusion. Sparse SLAM systems therefore need a robust front-end for converting
natural images into a set of sparse landmarks, and a way of associating points with similar visual
appearances. Early SLAM systems have depended on simple features in the image such as col-
ored blobs, lines, or corners. Others rely on man-made fiducials and tags to associate landmarks.

These days, most SLAM systems rely on natural image features, which convert small patches
of pixel intensities into descriptors which are invariant to small changes in lighting, scale, and
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orientation. These features can be extracted from natural images and then matched to existing
features to produce landmarks.

A.7.1 BRISK Image Features

The algorithm in chapter 4 makes use of the Binary Robust Invariant Scalable Keypoint (BRISK)[36]
features. These features aim to be consistent under changes to image rotation and scale, and are
stored in a 48 to 512 bit binary image descriptor. The descriptor consists of a set of image in-
tensity comparisons in an image patch computed for a given scale of the image. Pixel intensity
comparisons are more robust to lighting changes than raw pixel intensities. Multiple scales of
the image are sampled to produce features of different sizes. BRISK features are aligned at
sub-pixel and sub-scale locations by interpolation, and their orientation is computed using the
principal moments of the pixel intensities of the patch.

A.7.2 Landmark Association

Once natural image features are extracted from images, they must be associated with existing
landmarks. In this work we use two metrics for matching landmarks to images: appearance-
based and geometric. First, we attempt to project all existing landmarks onto the camera image.
If the landmark cannot be projected onto the camera image (either it is out of the field of view
or behind the camera), it is rejected from consideration. Landmarks are associated with their
last observed BRISK feature descriptor. A brute-force comparison is made between all of the
existing landmark’s descriptors and the new descriptors from the image.

A new descriptor is matched to an existing landmark if the following conditions hold:
• The Hamming distance H(dold, dnew) between the existing descriptor and the new descrip-

tor is less than some threshold thamming.
• The new descriptor dnew is the one in the image with the lowest Hamming distance to the

old descriptor dold.
• The old descriptor dold corresponds to the landmark with the lowest Hamming distance to

the new descriptor dnew.
• The reprojection of the existing landmark onto the camera image is no more than tpixels

away from the center of the new landmark.

The Hamming distance is the number of point-wise edits required to transform one descriptor
into another. These conditions are intentionally quite strict to limit the number of falsely matched
landmarks. This results in several duplicated landmarks, and many rejected image keypoints in
each frame.
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