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1 Introduction

There has been a dramatic rise in the volume of HTTP-based adaptive video streaming traffic in recent years [1]. Delivering good application-level video quality-of-experience (QoE) entails new metrics such as low buffering or smooth bitrate delivery [5, 22]. To meet these new application-level QoE goals, video players need intelligent bitrate selection and adaptation algorithms [27, 30].

Recent work has shown that accurate throughput prediction can significantly improve the QoE for adaptive video streaming (e.g., [47, 48, 50]). Specifically, accurate prediction can help in two aspects:

- **Initial bitrate selection:** Throughput prediction can help select a suitable initial bitrate when a video session starts. Today’s video players either have to conservatively start with a low bitrate and converge slowly to the optimal bitrate or alternatively incur high startup delay.
- **Midstream bitrate adaptation:** While it is possible to develop adaptation approaches without using throughput estimation (e.g., using only the playback buffer occupancy [27]), recent work [47] argues that throughput-aware bitrate adaptation can deliver a better QoE than pure buffer-occupancy based approaches.

Even though prior work [47, 50] suggests the potential benefits of throughput prediction, they fall short of providing concrete prediction algorithms that achieve high accuracy for real-world video sessions. Despite the rich measurement literature in characterizing various Internet path properties (e.g., [21, 26, 43]), our understanding of throughput variability and predictability is quite limited.\(^1\)

As a first step to bridge this gap, we analyze intra- and inter-session throughput predictability using a large dataset from iQIYI [8], a leading commercial video provider in China. We evaluate a range of proposed prediction approaches (e.g., [24, 28, 34, 41]) and find that these prior approaches fail to meet the accuracy needed to deliver good

\(^1\)There has been surprisingly little work and the closest efforts we are aware of are dated and limited in scope [17, 49].
QoE. In particular, we find that these models are not expressive enough to capture the diversity of real-world throughput patterns (e.g., bottlenecks can occur everywhere along the transmission path) and the dynamics of throughput evolution within each session (e.g., simple models that use the previous chunk throughputs are very noisy).

Our analysis also reveals two key insights that form the basis for our proposed design. First, we observe that similar sessions (i.e., sessions sharing the same critical features such as ISP, location) tend to have similar initial and average throughput values and even exhibit similar structural properties in throughput variation. This resonates with the findings in recent work [29] that, at the application layer, similar sessions have similar video QoE performance. Second, even though the observed throughputs for each video chunk within a session are inherently noisy, they do exhibit natural stateful evolving behaviors. Specifically, we see that the throughput is relatively stable and persistent for some duration of time but occasionally switches to a different state and persists in the new state(s).

Building on these data-driven insights, we develop the CS2P (Cross Session Stateful Predictor) approach for improving bitrate selection and adaptation (Figure 1). CS2P uses a data aggregator (called Prediction Engine) which builds prediction models using observed throughputs from past video sessions. This Prediction Engine uses an offline clustering step to identify sessions that are likely to exhibit similar throughput patterns. For each cluster, CS2P employs a simple approach to predict initial throughput by using the median throughput of the sessions in this cluster. To improve midstream prediction, CS2P learns a Hidden-Markov-Model (HMM) for each cluster to model the stateful evolution of intra-session throughput. The initial throughput and midstream evolution models can then be plugged into the bitrate selection and adaptation algorithms running either in the video players [30,47] or content delivery servers [14,20]. In the broader design space of video delivery, CS2P can be viewed as a middle ground between fully centralized control planes (e.g., C3 [23], CFA [29]) and fully decentralized bitrate adaptation approaches (e.g., Buffer Based-BB [27], FESTIVE [30], Model Predictive Control (MPC) [47]) as it uses the centralized visibility to develop better throughput prediction models but uses decentralized mechanisms to execute the actual adaptation decisions.

Our trace-driven simulations show that CS2P outperforms other throughput predictors and reduces the median prediction error for initial and midstream throughput by 40% and 50% respectively. Moreover, CS2P can drive median over-

Figure 1: Overall workflow of CS2P.
Table 1: Limitations of current initial bitrate selection

<table>
<thead>
<tr>
<th>Streaming protocol</th>
<th>Examples</th>
<th>Limitations</th>
<th>How throughput helps prediction helps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed bitrate</td>
<td>NFL, Lynda, NY Times</td>
<td>Bitrate too low, a few chunks are wasted to probe throughput</td>
<td>Higher bitrate with no rebuffering or long startup time</td>
</tr>
<tr>
<td>Adaptive bitrate</td>
<td>ESPN, Vevo, Netflix</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

low the throughput). Existing approaches to initial bitrate selection without accurate throughput prediction, however, are inefficient. Table 1 shows anecdotal evidence of such inefficiencies from several commercial providers. By analyzing the performance of their players, we categorize them into two main cases: (1) fixed-bitrate and (2) adaptive playback. Fixed-bitrate players that use the same bitrate for the whole video session often intentionally use low bitrate to prevent midstream rebuffering (e.g., NFL, Lynda). Even if bitrate can be adapted midstream (e.g., [10, 27, 30]) the player may conservatively start with a low bitrate and take a long time to reach the optimal bitrate (e.g., Netflix). Furthermore, for short video clips such adaptation may not reach the desired bitrate before the video finishes (e.g., Vevo music clips).²

Figure 2 shows the variation of normalized QoE³ with the increase of throughput prediction error. The result shows that when the error is ≤20%, the n-QoE of MPC is close to optimal (>85%). We also reconfirmed their results that in this regime the performance can be significantly better than pure Buffer-Based adaptation approach (i.e., BB in Figure 2). Other concurrent work has also confirmed this in the context of cellular networks [50].

Even though the above discussion and prior work make the case for throughput prediction, there has been little work on understanding how predictable throughput is in the wild or what types of prediction algorithms we need to use in the context of video bitrate adaptation. In the next section, we use a large-scale dataset to understand throughput predictability to inform the design of our CS2P approach.

3 Dataset and Analysis

In this section, we describe the dataset we use for analysis. We highlight the limitations of strawman solutions for initial and midstream throughput prediction and present key insights that lead to a better throughput prediction algorithm.

Dataset: To understand throughput variability across sessions and within a session, we need continuous measurements over sufficiently long session durations that contain enough repeated measurements of given client-server pairs. Note that this is in contrast to other kinds of end-to-end measurements of network latency, loss, jitter, or bottleneck capacity estimation (e.g., [19, 25, 33, 49]). Unfortunately, there are few, if any, public datasets that enable such in-depth analysis of throughput stability and predictability at scale.⁴

To this end, we use a proprietary dataset of HTTP throughput measurement from the operational platform of iQIYI collected in September 2015. iQIYI is a leading online video content provider in China with a total monthly user base of more than 219 million. It ranks in the top-3 among the Chinese Internet video content providers in a series of key metrics such as daily/monthly active users, and viewing time. Our dataset comes from the operational CDN platform of iQIYI. The dataset consists of over 20 million sessions covering 3 million unique client IPs and 18 server IPs over 8 days in September 2015. The clients span 736 cities and 87 ISPs in China. In each session, a client set up an HTTP connection with one of the web servers and downloaded video chunks that had been encoded at a fixed bitrate (chosen by the user). Table 2 shows the basic features of the session and the coverage of our dataset. Within each ses-

²Other providers (e.g., YouTube) are anecdotally also observed to use information from the previous sessions of the same client.

³The normalized QoE (n-QoE) is defined as the actual QoE relative to the theoretical optimal, which could be achieved with the perfect knowledge of future throughput. Here, we adopt the same definition of video QoE as that in [47], and we formally define it in §7.1.

⁴We explored datasets such as Glasnost [21], MLab NDT [9] and one from a EU cellular provider [7]. Unfortunately, all of these have too few hosts and the sessions lasted only a handful of seconds making it unsuitable for such throughput stability and predictability analysis.
Figure 3: CDF of session duration and throughput

Table 2: Summary of statistics from the dataset.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th># of unique values</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClientIP</td>
<td>Unique IP address associated to a client</td>
<td>5.2M</td>
</tr>
<tr>
<td>ISP</td>
<td>ISP of client (e.g., AT&amp;T)</td>
<td>87</td>
</tr>
<tr>
<td>AS</td>
<td>The Autonomous System that client resides in</td>
<td>161</td>
</tr>
<tr>
<td>Province</td>
<td>The province where the client is located</td>
<td>33</td>
</tr>
<tr>
<td>City</td>
<td>The city where the client is located</td>
<td>736</td>
</tr>
<tr>
<td>Server</td>
<td>The server-side identifier</td>
<td>18</td>
</tr>
</tbody>
</table>

Observation 1: There is a significant amount of throughput variability within a video session, and simple predictive models (e.g., looking at recent epochs) do not work.

We first investigate the throughput variability within a session. For instance, if the variability is small, then the adaptation logic does not have to switch bitrates often. To do so, we compute the coefficient of variation, which is defined as the ratio of the standard deviation (“stddev”) of throughput across different measurements within the session to the mean of throughput measurements. The result shows that about half of the sessions have normalized stddev ≥30% and 20%+ of sessions have normalized stddev ≥50% (not shown). This confirms the general perception that the throughput has significant variation within a session, and therefore for video streaming, simple static bitrate selection will not suffice.

Figure 4a gives a visual example from our dataset. We can clearly observe some states within the throughput variation. We can split the time series into roughly 11 segments, and each segment belongs to one of the four states. Within each state the throughput is largely Gaussian, e.g., timeslots 20–75, 90–115, 135–175 and 180–210 belong to the same state with the mean throughput around 2.8Mbps. We investigate the throughput variation across two consecutive epochs for a broader set of sessions and find similar stateful behaviors in these sessions. As an illustrative example, in Figure 4b we plot throughput at epoch $t + 1$ (y-axis) vs. throughput at epoch $t$ (x-axis) of the sessions in our dataset with a particular IP/16 prefix. (We do not show the exact value of this prefix for proprietary reasons.) We can observe a clustered trend in the distribution of these points, i.e., there are some discrete states and the session throughput changes across these states (red circles in Figure 4b). In Section 5.2, we show that these states can be efficiently captured by a Hidden-Markov Model (HMM).

Given that we only had end-to-end measurements, we cannot conclusively pinpoint the root cause for such stateful behaviors. We can however intuitively conjecture that these patterns stem from the TCP fair-sharing model—the throughput depends on the hidden state, which is the number of flows currently sharing the bottleneck link, and the observed throughput changes as the number of concurrent flows changes during the session’s lifetime.

Figure 4: Stateful behaviors in session throughput.

Observation 3: Sessions with similar features tend to exhibit similar initial throughput conditions and throughput evolution patterns.

Prior work (CFA [29]) shows that, at the application layer, video sessions with the same critical features have similar
QoE (e.g., rebuffering, startup latency, etc.). Here, we discover similar trends at the network layer, i.e., sessions sharing the same key set of features exhibit similarity in their throughput. Figure 5a gives an example from our dataset to illustrate this intuition. Sessions 1/2 and Sessions 3/4 are two pairs of “close neighbors”, i.e., sharing a set of key session features. We can see that there is similarity in the throughput dynamics between the sessions in each of the pair.

Next, we categorize the sessions into different clusters according to Client IP prefix. Figure 5b shows the CDFs of initial throughput for 3 different clusters, each consisting of over 500 sessions. We have two key takeaways: (1) Sessions in different clusters have significant differences in initial throughput; (2) Within each cluster, a large number of sessions have similar initial throughput, e.g., 65% sessions in Cluster A have throughput around 2Mbps and 11Mbps, and over 40% of sessions in Cluster B with throughput 6Mbps. We did the same on midstream average throughput and found consistent results (not shown). Therefore, if we can identify the “similar sessions” with the same key features, we can use a cross-session prediction methodology to improve the accuracy. However, as we will show next this is a non-trivial task.

**Observation 4:** Simple models (e.g., last-mile characteristics) are not expressive enough to capture session similarity as there is significant diversity in session characteristics and the relationship between session features and throughput can be quite complex.

An intuitive starting point to exploit the above observation of similarity across sessions is to look at the “last mile” characteristics (e.g., type of broadband connections). Thus, we tried two seemingly natural strawman solutions that consider last-mile predictors on both client and server side, i.e., predicting by sessions with the same client IP prefix or connecting to the same server. The results show that half of the sessions have the normalized prediction error $\geq 50\%$, and over 30% of the sessions with prediction error $\geq 80\%$ (not shown).

More generally, we observe that the factors that can affect the throughput can be quite complex along two dimensions. First, combinations of multiple features often have a much greater impact on throughput than the individual feature. This can be intuitively explained as the throughput is often simultaneously affected by multiple factors (e.g., the last-mile connection, server load, backbone network congestion, etc.), which means sessions sharing same individual feature may not have similar throughput. Figure 6 gives an example of the effect of feature combinations. It shows that the throughput distribution of sessions with the same values on three key features (i.e., residing in the same ISP-China Telecom and the same city-Hangzhou, and fetching from the same server-Server No.8), and the throughput distribution of sessions only having same values on one or two of the three features. As shown in Figure 6, the throughput when all three features are specified is much more stable than any of other cases, meaning that for these sessions it is the combination of all the 3 features (not the subset) that determines their throughput. In practice, we find that such high-dimensional effects are the common case, rather than an anomalous corner case. For instance, 51% of distinct ISP-City-Server values have inter-session throughput standard deviation that is at least 10% lower than that of sessions only matching one of two features (not shown). Therefore, in order to capture “high dimensionality” effects, the prediction algorithm must be sufficiently expressive to combine multiple features rather than treating them individually.

Second, the impact of same feature on different sessions could be variable. For instance, the “last-mile connection” usually becomes the bottleneck for satellite communication links, while for broadband access it is less important to determine the throughput. We compute the relative information gain of a feature on the throughput of session set to represent the impact of the feature on predicting their throughput, and find that the impact of the same feature (i.e., city) significantly varies for sessions in two different ISPs with the difference of relative information gain over 65% (not shown).

**Key observations:** In summary, our analysis of throughput variability suggests that:

- There is substantial throughput variability within a given session and a range of simple prediction models using previous observations in the same session do not provide high accuracy.
- Many sessions exhibit stateful characteristics in the evolution of the throughput.
- Sessions sharing similar critical characteristics tend to exhibit similar throughput patterns.

Relative information gain is often used to quantify how useful a feature is for prediction, defined as $\text{RIG}(Y|X) = 1 - H(Y|X)/H(Y)$, where $H(Y)$ and $H(Y|X)$ are the entropy of $Y$ and the average conditional entropy of $Y$. 

---

**Figure 5:** Throughput similarity for sessions sharing the same key feature.

**Figure 6:** The throughput variation of sessions matching all and a subset of three features: $X=\text{ISP}$, $Y=\text{City}$, $Z=\text{Server}$.
• The nature of the relationships between session features and throughput are quite complex and simple last-mile predictors are inaccurate.

4 CS2P Approach and Overview

In this section, we provide an overview of CS2P which leverages our earlier observations regarding throughput variation to improve bitrate selection and adaptation.

Figure 1 shows the basic workflow of CS2P. In the offline training stage, throughput measurements of sessions are collected by the Prediction Engine. The Prediction Engine builds throughput prediction models based on the data collected. These models can then be plugged into the bitrate adaptation algorithms implemented either by the video servers or by clients.

Seen in a broader context, CS2P can be regarded as a middle ground between centralized video control platforms (e.g., C3 [23], CFA [29]) and decentralized player-based bitrate adaptation (e.g., BB [27], FESTIVE [30], MPC [47]). Specifically, CS2P borrows the benefits of the global view advocated by C3/CFA-like architectures to train the models. However, “actuation” using these models happens in a decentralized manner and without global coordination. As we will see in §6, these models are compact (<5KB) and can be easily plugged into the client- and server-side bitrate adaptation algorithms. While CS2P cannot offer all the benefits of centralized control (e.g., CDN switching), it offers a pragmatic alternative for video providers and CDNs, who do not want to relinquish control to third-party optimizers and/or do not want to incur the complexity of centralized control.

The key challenge is employing suitable prediction models that can capture the throughput variability observed in real-world sessions. As we saw in the previous discussion, simple models are not expressive enough to capture the structure of the throughput variation within an individual session and the diversity of the factors that can affect the throughput of a client-server combination.

At a high level, one can characterize how expressive a prediction model is in terms of the spatial and temporal structure it can capture. For instance, let us consider the initial bitrate prediction along the spatial dimension. At one end of the spectrum, we can use the previously observed throughput of the same client-server pair and at the other end of the spectrum we can simply use the global average of all the sessions. Obviously, neither is desirable; we may not have sufficient samples in the former case and cannot capture the diversity across sessions in the latter case. Similarly, let us consider the midstream bitrate prediction. If we only use the previous chunk throughput measurement from the same session, then we run the risk of having a noisy measurement which may additionally miss key state transitions. Besides, such simple time-series models miss the impact of critical spatial session features such as client location and ISP (Observation 4 in §3).

CS2P adopts a cross-session (i.e., spatial) and stateful (i.e., temporal) prediction modeling approach that works as follows. First, based on Observation 3 in §3, CS2P groups similar sessions sharing the same set of critical feature values and uses the data from such similar sessions to build the prediction models. Second, to capture the “state transitions” within a session (Observation 2 in §3), CS2P learns a Hidden-Markov Model (HMM) for each cluster of similar sessions. HMM is an efficient state-based model and has been widely used to predict path and traffic properties [42, 44, 46].

Given this basic overview, there are three practical questions that remain:

1. How to cluster similar sessions?
2. How do we automatically train the models?
3. How to utilize these models for throughput prediction and bitrate adaptation?

We will address these questions next.

5 CS2P Detailed Design

In this section, we describe the detailed design of CS2P that addresses the above practical challenges. We begin by describing our data-driven clustering mechanism (§5.1). Then, we describe the HMM training and online prediction algorithms (§5.2). We conclude this section by describing how the initial throughput prediction and the HMM can be integrated into client- and server-side components (§5.3).

5.1 Identifying clusters

For both the initial and midstream throughput prediction, CS2P relies on clustering similar sessions with a cross-session prediction methodology. At a high level, CS2P finds for any session $s$ a key feature set and time range, which is used to aggregate previous sessions that match the specific features with $s$ and happened in the specific time range.

The workflow of session clustering algorithm in CS2P to find the session features yielding the best prediction is as follows:

1. Pick a given set of features $M_s$ from all possible feature combinations (i.e., $2^n$ subsets of $n$ features, the candidate session features are shown in Table 2) and time windows. Specifically, the possible time windows include time windows of certain history length (i.e., last 5, 10, 30 minutes to 10 hours) and those of same time of day (i.e., same hour of day in the last 1-7 days).
2. Once the set of features $M_s$ is picked for $s$, CS2P aggregates previous sessions based on $M_s$. For instance, given $M_s = \langle ISP, 1 hr \rangle$, CS2P will aggregate all previous sessions who are in the same ISP as $s$ and happened in the last 1 hour. Let this set of previous sessions be denoted by $Agg(M_s, s)$.
3. CS2P predicts the throughput of $s$ by $Pred(s) = F(Agg(M_s, s))$, where $F(S)$ is the predicted throughput by using the sessions in $S$. The prediction algorithm $F$ will be shown in §5.2.

The goal is to minimize the absolute normalized prediction error,

$$Err(Pred(s), s_w) = \frac{|Pred(s) - s_w|}{s_w},$$  (1)

where $s_w$ is the actual throughput of $s$. 
The key component of algorithm is how to map each session $s$ to a set of features $M_s^*$, that yields the lowest prediction error. That is

$$M_s^* = \arg\min_M \text{Err}(F(Agg(M, s)), s_w)$$  \hspace{1cm} (2)

We take a data-driven approach and find the best set of features for prediction over a set of previous sessions $Est(s)$ (defined shortly). Formally, the process can be written as following:

$$M_s^* = \arg\min_M \frac{1}{|Est(s)|} \sum_{s' \in Est(s)} \text{Err}(F(Agg(M, s')), s''_w)$$  \hspace{1cm} (3)

$Est(s)$ should include sessions that are likely to share the best prediction model with $s$. In our dataset, $Est(s)$ consists of sessions that match features in Table 2 with $s$ and happened within 2 hours before $s$ occurred.

To make the prediction $Pred(s)$ reliable, CS2P ensures that $Pred(s)$ is based on a substantial number of sessions in $Agg(M_s, s)$. Therefore, if $M_s$ yields $Agg(M_s, s)$ with less than a threshold number of sessions (e.g., 100), it will remove that session cluster from consideration. Note that the model can regress to the “global” model (i.e., model trained with all the previous sessions), if no suitable clustering could be achieved.\(^7\)

Note that this session clustering step is similar to that in CFA [29], but the goal and criteria of clustering in the two schemes are different. CFA determines the critical feature set according to the QoE similarity, whereas in CS2P the optimal session clusters are chosen based on throughput prediction accuracy.

### 5.2 HMM training and online prediction

Next we present a simple but effective HMM-based predictor capturing the state-transition behaviour (Observation 2 in §3) in each cluster $Agg(M_s^*, s)$.

**Modeling:** The throughput predictor in CS2P is based on a Hidden Markov Model (HMM). Figure 7 provides a high-level overview of the HMM. The intuition behind the use of HMM in our context is that the throughput depends on the hidden state; e.g., the number of flows sharing the bottleneck link and link capacity. By carefully analyzing the behaviors of previous sessions with the same value of features in $M_s^*$, we try to capture the state transitions and the dependency between the throughput vs. the hidden state, and propose a robust and efficient throughput predictor.

\(^7\)The probability of sessions using global model in our dataset is ≤4%.

![Figure 7: Overview of HMM model](image)

**Figure 7: Overview of HMM model**

We start by formally defining the HMM. Let $W_t$ be the random variable representing the network throughput at epoch $t$, $w_t$ be the actual throughput measured from the network, $W_t$ be the predicted value of $W_t$.

We assume the throughput $W_t$ evolves according to some hidden state variables $X_t \in \mathcal{X}$, where $\mathcal{X} = \{x_1, \cdots, x_N\}$ denotes the set of possible discrete states and $N = |\mathcal{X}|$ the number of states. Intuitively, the states reflect some discrete changes in the structure of the network or users, e.g., number of users at a bottleneck link. Given that state $X_t$ is a random variable, we denote its probability distribution as a vector $\pi_t = (P(X_t = x_1), \cdots, P(X_t = x_N))$.

The key assumption in HMM is that the state evolves as a Markov process where the probability distribution of the current state only depends on the state of the previous epoch, i.e., $P(X_t|X_{t-1}, \cdots, X_1) = P(X_t|X_{t-1})$. We denote the transition probability matrix by $P = \{P_{ij}\}$, where $P_{ij} = P(X_t = x_i|X_{t-1} = x_j)$. According to Markov property,

$$\pi_{t+\tau} = \pi_t P^\tau$$  \hspace{1cm} (4)

Given the hidden state $X_t$, we assume the pdf of throughput $W_t$ (namely, the emission pdf) is Gaussian:

$$W_t|X_t = x \sim N(\mu_x, \sigma_x^2)$$  \hspace{1cm} (5)

Note that HMM is a general model which could work with any emission pdf other than Gaussian. However, here we use Gaussian emission as it proves to provide high prediction accuracy in our dataset and its computational simplicity.

Figure 8 gives an example of a 3-state HMM of session clusters.

![Figure 8: Example of hidden-markov model of session clusters.](image)

We introduce notations before proceeding to training and prediction: For simplicity, we use $W_{1:t} = \{W_1, \cdots, W_t\}$ to denote throughput from epoch 1 to epoch $t$. Let $\pi_{t|t-1|t_0} = (P(X_t = x_1|W_{1:t_0}), \cdots, P(X_t = x_N|W_{1:t_0}))$ be the pdf vector of the hidden state $X_t$, given throughput from epoch $t_0$.
1 to \( t_0 \). For example, \( \pi_{t|1:t-1} \) is the pdf of state \( X_t \) given the throughput up to epoch \( t - 1 \).

**Offline training:** Given the number of states \( N \), we can use training data in \( \text{Agg}(M_s^*, s) \) to learn the parameters of HMM for this particular cluster, \( \theta_{\text{HMM}} = \{\pi_0, P, \{(\mu_x, \sigma_x^2), x \in \mathcal{X}\} \} \) via the expectation-maximization (EM) algorithm [18]. Note that the number of states \( N \) needs to be specified. There is a tradeoff here in choosing suitable \( N \). Smaller \( N \) yields simpler models, but may be inadequate to represent the space of possible behaviors. On the other hand, a large \( N \) leads to more complex model with more parameters, but may in turn lead to overfitting issues. As described in §7.1, we use cross-validation to learn this critical parameter.

**Algorithm 1 Online prediction in CS2P**

1: Let \( t \) be epoch id
2: for \( t = 1 \) to \( T \) do
3: \hspace{1em} if \( t = 1 \) (initial epoch) then
4: \hspace{2em} Initialize \( \pi_1 \)
5: \hspace{2em} \( \hat{W}_1 = \text{Median}(\text{Agg}(M_s^*, s)) \)
6: \hspace{1em} else
7: \hspace{2em} \( \pi_{t|1:t-1} = \pi_{t-1|1:t-1}P \)
8: \hspace{2em} \( \hat{W}_t = \mu_x, \) where \( x = \arg\max_{x \in \mathcal{X}} \pi_{t|1:t-1}(x) \)
9: \hspace{1em} end if
10: Bitrate selection based on prediction \( \hat{W}_t \)
11: Obtain throughput measurement \( w_t \)
12: Update \( \pi_{t|1:t} = \pi_{t|1:t-1} \frac{e(w_t)}{e(w_t) \cdot 1} \)
13: end for

**Online prediction:** In the offline training stage, we find the 1) set of critical features and 2) corresponding prediction model for each session in the training dataset. In the online prediction stage, a new session is mapped to the most similar session in the training dataset, which matches all (or most of) the features with the session under prediction. We then use the corresponding HMM of that session to make predictions. The online prediction algorithm using HMM is shown in Algorithm 1. At a high level, it involves predicting throughput for the next epoch using HMM, as well as updating HMM state once the actual throughput is measured.

Next, we discuss the key steps in our prediction approach:

- **Prediction (initial epoch):** HMM relies on the throughput measurement of the “current” epoch to predict throughput of the “next” epoch, however for the initial epoch there is no historical information in this session. As such, CS2P predicts the initial throughput of session \( s \) simply by the median throughput of sessions in \( \text{Agg}(M_s^*, s) \) that match \( s \) on the best set of features of \( M_s^* \) and are in the time range of \( M_s^* \), i.e.,

\[
\hat{W}_1 = \text{Median}(\text{Agg}(M_s^*, s))
\]

Note that the throughput prediction of the initial epoch is computed in the Prediction Engine and sent to the video servers (for server-side bitrate adaptation) or clients (for client-side bitrate adaptation) together with the trained prediction models.

- **Prediction (midstream epoch):** At epoch \( t \), given updated pdf of HMM state \( \pi_{t-1|1:t-1} \), we can compute the state pdf at current epoch according to Markov property:

\[
\pi_{t|1:t-1} = \pi_{t-1|1:t-1}P
\]

The throughput prediction \( \hat{W}_t \) is given by the maximum likelihood estimate (MLE):

\[
\hat{W}_t = \mu_x, \quad x = \arg\max_{x \in \mathcal{X}} P(X_t = x|W_{1:t-1})
\]

- **Update HMM:** Once we observe the actual throughput \( w_t \), we use this information to update the state of HMM \( \pi_s \), so that it reflects the most up-to-date information of the network. Namely, given actual throughput \( W_t = w_t \), and \( \pi_{t|1:t-1} \), we want to compute \( \pi_{t|1:t} \) using the following equations:

\[
\pi_{t|1:t} = \frac{\pi_{t|1:t-1} \circ e(w_t)}{(\pi_{t|1:t-1} \circ e(w_t)) \cdot 1}
\]

where \( e(w_t) = (f(w_t|X_t = x_1), \ldots, f(w_t|X_t = x_M)) \) is the emission probability vector, \( f(\cdot) \) is the Gaussian pdf, \( \circ \) denotes entry-wise multiplication, or Hadamard product [6] of the two vectors.

### 5.3 Player integration

CS2P can be used both with server-side [14, 20] and client-side adaptation solutions [30, 47].

In the server-side solution, video content servers interact with the Prediction Engine for the models and initial throughput predictions for each cluster, and are responsible of choosing the bitrate for all the sessions. The advantage of this server-based solution is that it requires little updates or modifications on the clients. However, the centralized server needs to collect throughput measurements from all clients and compute bitrates for each video session, making it a potential bottleneck. Fortunately, we find that the online prediction in CS2P is very light-weight and our deployed server (Intel i7-2.2GHz, 16GB RAM, Mac OSX 10.11) can process about 150 predictions per second.

Bitrate adaptation can also be done by each video client. Here, each video client downloads its own HMM and initial throughput prediction from Prediction Engine and runs the model for real-time throughput prediction and bitrate adaptation by itself. The advantage of this decentralized method is that the client is often in the best position to quickly detect performance issues and respond to dynamics. The disadvantage is that it requires client to maintain its own HMM. Fortunately, the computation complexity and storage requirement of HMM in CS2P are low, and it is feasible to do that on the client. On our test client (Intel i7-2.8GHz, 8GB RAM, Mac OSX 10.9), each prediction requires <10 milliseconds (only needs two matrix multiplication operations), and <5KB memory is used to keep the HMM.

For midstream bitrate selection, we use the Model Predictive Control (MPC) strategy formulated by recent efforts [47],\(^8\) that takes throughput prediction, current bitrate

\(^8\)Specifically, we refer to FastMPC [47].
We believe that our implementation can be easily translated to the client-side solution (i.e., each client makes throughput prediction by itself, as we only require less than 600 additional lines of JavaScript over open-source players [3, 47].

7 Evaluation

In this section, we show that:

- CS2P reduces median prediction error by 40% for initial throughput and 50% for midstream throughput compared to state-of-art predictors, achieving 6% 1-epoch-ahead and < 10% 10-epoch-ahead median prediction error (§7.2);
- When combined with MPC [47], CS2P can drive median overall QoE to 93% of offline optimal for initial chunk and 95% for midstream chunks, outperforming other state-of-art predictors (§7.3);
- In pilot deployments, CS2P combined with MPC-based bitrate adaptation algorithms, outperforms the state-of-art HM + MPC strategy, achieving 3.2% improvement on overall QoE and 10.9% higher average bitrate and can accurately predict the total rebuffing time at the beginning of the session (§7.5).

We also evaluate the sensitivity of CS2P performance to various configuration parameters (§7.4).

7.1 Evaluation Setup

Evaluation Framework: We use a combination of real player experiments and trace-driven simulations for evaluation. We use the real video player to conduct a pilot deployment (§7.5). For improvement on accuracy and QoE (§7.2, §7.3) and sensitivity analysis (§7.4), we employ a custom Matlab-based simulator simulating the video download and playback process and the buffer dynamics. In the simulation framework, the throughput changes according to the previously recorded traces. The simulated player measures the throughput, and different algorithms (e.g., HMM) are used to predict future throughput accordingly.

Baseline solutions: While it is impossible to enumerate all possible prediction algorithms, we consider several representative history-based and machine-learning models used in recent proposals [24, 47]:

1. History-based predictors: LS (Last Sample), HM (Harmonic Mean [30, 47]) and AR (Auto Regression [24]).
2. Machine-learning predictors: SVR (Support Vector Regression [34]) and GBR (Gradient Boosting Regression trees [41]).

Model configuration: To learn the parameters of prediction models, we divide the dataset into temporally non-overlapping training and testing datasets. We learn parameters using training dataset with data in the first day and report prediction results on the testing dataset for sessions in the next day.

To choose key design parameters (number of HMM states, group size, etc.), we adopt 4-fold cross validation. Specifically, we equally divide the training dataset on the first day into 4 subsets, and iteratively use 3 of the subsets for model training

---

6 Implementation

In this section, we describe our implementation. Our implementation follows the server-side solution of CS2P, i.e., the server makes throughput prediction for each session. We integrate the functionalities of Prediction Engine into the video server, which is responsible of training the HMMs for each session clusters and then using the trained models to make throughput predictions for the video players. On receiving the throughput prediction from the server, video player runs the bitrate selection algorithms to achieve bitrate adaptation.

- Video Player: Our implementation of video player is based on Dash.js, an open-source implementation of MPEG-DASH standard using client-side JavaScript to present a flexible and potentially browser independent DASH player [3]. The key components of Dash.js controlling bitrate selection are BufferController and AbrController. We make several minor modifications to these two components. First, in BufferController, bitrate decision is made before the request of each video chunk (including the initial chunk). Whenever the client wants to make bitrate decision, it sends a POST request (containing the actually throughput of the last epoch) to the server and fetches the result of throughput prediction in approximate 500 milliseconds. Second, we implement different bitrate algorithms (e.g., MPC, RB, BB, fixed) in AbrController, replacing the default rule-based decisions. When the video is completely loaded, log information including QoE, bitrates, rebuffing time, startup delay, predicted/actual throughput and bitrate adaptation strategy is sent to a log server.

- Server: On the server side, we choose the Node.js as the basis of HTTP server implementation. Node.js is an event-driven, non-blocking I/O, lightweight and efficient network framework [11]. We implement the key functions such as session clustering, HMM model building, online initial/midstream throughput prediction, on the server. The learning of the HMM model is implemented using the Probabilistic Modeling Toolkit (PMTK) [35] in Octave. As model training is a time-consuming process, we do it on a per-day basis with the log collected on each day.® The server responds to the POST requests from video clients and returns the throughput prediction results.

Since the model learning for different clusters are independent, this process can be easily parallelized.
learning with candidate parameters and choose the parameter with best testing result on the remaining subset. Note that the dataset on the first day is only used in the training process and is not used in evaluations.

For AR and HM, we utilize all the available previous measurements to predict next value. For SVR and GBR, we use the implementations in [39]. The training of GBR and SVR are using all the sessions in our dataset with the same session feature set as we list in Table 2. We use a 6-state HMM with group size 100 based on cross validation.

One limitation we acknowledge is that the training and testing throughput data is from fixed bitrate video chunk downloading instead of ABR chunk downloading. However, based on our conversation with iQIYI engineers we confirm that the downloading behaviors (especially the throughput) are quite similar for video chunks in different bitrate levels. Therefore, we believe that the conclusions we make in the evaluation still hold for ABR scenarios.

**Metrics:** We use the following performance metrics for prediction accuracy and QoE:

1. **Absolute normalized prediction error (Eq1):** We can summarize the error within and across sessions in different ways, e.g., median of per-session median, 90-percentile of per-session median, or median of 90-percentile per-session.

2. **QoE:** We adopt the model in prior work [47], where QoE is a linear combination of average video quality, average quality variation, total rebuffer time, and startup delay. We set \( \lambda = 1, \mu = \mu_s = 3000 \).

3. **Normalized QoE (n-QoE):** Computed by dividing actual QoE by the offline optimal QoE, which is achieved given perfect throughput information in the entire future and can be calculated by solving a MILP problem.

4. **QoE components:** Finally, we adopt two basic QoE metrics—(a) *AvgBitrate:* average value of selected bitrates, and (b) *GoodRatio:* percentage of chunks with no re-buffering.

**Video parameters:** We use the same video as in prior work [47], i.e., the “Envivio” video from DASH-264 JavaScript reference client test page [2]. The video length is 260s, and the chuck size is equal to the epoch length. The video is encoded in H.264/MPEG-4 AVC codec in the following bitrate levels: 350kbps, 600kbps, 1000kbps, 2000kbps, 3000kbps, matching the bitrate levels for YouTube [13]. The buffer size is 30s.

### 7.2 Improvement in Prediction Accuracy

First, we present the improvement in prediction accuracy of CS2P compared with the baseline approaches.

We also tried training only on the clustered sessions, but found the results were worse than training with all sessions.

The exact QoE equation is as follows [47]

\[
\text{QoE}_1 = \sum_{k=1}^{K} R_k - \lambda \sum_{k=1}^{K-1} |R_{k+1} - R_k| - \mu \sum_{k=1}^{K} \left( \frac{d_k(R_k)}{C_k} - B_k \right) + \mu_s T_s
\]

**Midstream epoch:** Figure 9b shows the CDF of absolute normalized prediction error for midstream epochs. CS2P reduces the median prediction error by \( \sim 50\% \) compared to other baseline solutions, achieving \( \sim 7\% \) median error and \( \sim 20\% \) 75-percentile error. CS2P also reduces the tail of the prediction error; e.g., at the 75th percentile, CS2P’s error is less than 20\%, compared with more than 30\% for all other methods. In addition, we compared CS2P with Global Hidden-Markov-Model (GHM), a global HMM trained by data of all previous sessions without clustering. The result shows that the prediction accuracy of CS2P outperforms GHM, which confirms the necessity of training a separate HMM for each cluster of similar sessions rather than having a global HMM for all sessions.

**Initial epoch:** Figure 9a depicts the CDF of prediction error for the first (initial) epoch of the session. We see that CS2P performs much better in predicting the initial throughput with \( \leq 20\% \) median error vs. 35\%+ for other predictors. We also observe that the prediction error for initial epoch (Figure 9a) is in general higher than midstream epochs (Figure 9b). This is due to the lack of throughput measurements in previous epochs of the session, therefore we can only utilize cross-session information (i.e., similar sessions in history) for prediction.

As such, the prediction accuracy depends on how many features are available and what they are. We carry out the same experiment on another dataset from FCC MBA project [4], where more features are available for each session (e.g., connection technology, downlink/uplink speed). We found that the accuracy in FCC dataset is significantly better as the median error for initial epoch is \( \leq 10\% \) (not shown).

**Impact of look-ahead horizon:** We also study the accuracy of prediction for longer horizons into the future (instead of just the next epoch). This can be critical in many scenarios: e.g., some bitrate adaptation algorithms (e.g., MPC) require prediction into a fixed look-ahead horizon. Similarly, CDN server scheduling also benefits greatly from predicting the overall video downloading time early in the process. Figure 9c shows the median of the per-session median prediction error vs. the number of lookahead epochs. We see that CS2P clearly outperforms other predictors, achieving \( \sim 50\% \) improvement over the second best (GBR). When predicting 10 epochs ahead, CS2P can still achieve as low as 9\% prediction error while all other solutions have the error \( \geq 17\% \). We also considered other performance metrics (e.g., average of per-session average error) and found consistent results.

\(^{12}\text{Since AR, HM and LS cannot be used for the initial throughput prediction, here we only compare the performance of CS2P with GBR, SVR, LM-client (Last Mile-client, predicting by the performance of clients sharing the same IP prefix/16), and LM-server (Last Mile-server, predicting by the performance of clients connecting to the same server).}\)

\(^{13}\text{Unfortunately, this dataset cannot be used to test intra-session midstream throughput variation, since the fixed short duration (30 seconds) of each session does not provide enough measurement samples.}\)
that CS2P significantly outperforms the baseline models (not shown).

7.3 Improvement in Video QoE

Next, we evaluate the QoE improvement using CS2P.

Overall QoE: Figure 10 shows the CDF of normalized QoE of different predictors + MPC adaptation algorithms [47] for both initial and midstream chunks. As can be seen, CS2P achieves better QoE for both initial and midstream epochs. For CS2P 61% and 81% of the sessions achieve >90% of the offline-optimal QoE respectively for initial and midstream chunks, while these numbers for the next best solutions are only 42% and 73%. This result confirms that the improved prediction accuracy of CS2P leads to concrete QoE gain when combined with prediction-based bitrate adaptation algorithms.

In Figure 10a we also compare CS2P against CFA [29], which selects the initial video bitrate based on the QoE prediction via cross-session methodology. We see that CS2P significantly outperforms CFA. The reason is that CFA relies on QoE prediction, and QoE heavily depends on videospecific features (e.g., videos with different bitrate levels have different QoE). In our dataset we do not record these video-specific features, making it difficult to predict QoE accurately. However, CS2P relies on throughput prediction using only network-specific features, and our dataset enables it to have good enough predictions.

Detailed QoE: Next, we zoom in and focus on two key QoE factors, AvgBitrate and GoodRatio. As shown in Table 3, CS2P leads to both higher AvgBitrate and GoodRatio for initial and midstream chunks.

Figure 11 shows the Pareto frontier of QoE factors for midstream chunks achieved by MPC+different predictors, i.e., the set of achievable AvgBitrate and GoodRatio by adjusting weight on QoE factors. The more to the top right, the better the QoE is achieved. We observe that CS2P-based bitrate selection strikes a better tradeoff of higher AvgBitrate and higher GoodRatio. Overall, CS2P + MPC achieves better QoE than other predictors, once again confirming the claim that higher prediction accuracy leads to QoE improvement [48].

7.4 Sensitivity Analysis

We also conduct sensitivity analysis of the performance of CS2P w.r.t. key design parameters.

HMM states: While a sufficient number of states is necessary to fully capture the behavior of the network, having too many states lead to increased model complexity and potential overfitting. Figure 12a shows the prediction error vs. number of HMM states. We see that while the error decreases with more states, there is a natural diminishing return property as the performance gain after 6 states is much less. This confirms our choice of 6-state HMM based on cross-validation.

Group size: As discussed in Section 5.1, if the number of training sessions in a cluster is too small, the data will be
insufficient to yield reliable prediction results. Figure 12b shows the error vs. the threshold of group size in the training dataset. We observe that while the error decreases with more training sessions, the prediction error converges after the group size grows to 100. Again, this confirms our choice of group size 100 using cross validation.

**Measurement granularity:** We also investigate how performance of CS2P changes w.r.t. throughput measurement granularity. We merge the original per-6-second traces to more coarse-grained traces (18s, 30s, 42s) by taking the average of multiple consecutive epochs. Figure 12c shows that the prediction error is generally independent of measurement granularity.

### 7.5 Pilot Deployment

Finally, we conduct two deployment studies to evaluate the performance of CS2P in the wild.

**Custom multi-city deployment:** First, we took two rounds of 4-day experiments to respectively compare the performance of CS2P +MPC vs. BB [27] (during Jan. 11 to 14, 2016) and CS2P +MPC vs. HM+MPC [47] (during May 16 to 19, 2016). In each round, 200+ client video players were involved from 5 university campuses across 4 different cities in China, connecting to a centralized server deployed in our lab. We use the data collected on the previous day to train our model, and apply the model for throughput prediction and bitrate adaptation for the current day. When a new client session starts, it randomly selects one of the two bitrate adaptation strategies (CS2P +MPC and HM+MPC/BB) with equal probability. The video clients are Google Chrome web browsers for Linux, Mac OS X and Windows with V8 JavaScript engine while the video server is a simple HTTP server based on Node.js (version 0.10.32).

Table 4 shows that our CS2P +MPC significantly outperforms BB in a variety of QoE metrics except startup delay, i.e., increasing the average bitrate by 9.3%, reducing midstream bitrate switches respectively by 5.6% and improving GoodRatio by 17.6%. The overall QoE improvement is 14% relative to BB. In addition, we find that CS2P +MPC outperforms HM +MPC in terms of all QoE metrics except for bitrate variability, i.e., improving the average bitrate, GoodRatio and startup delay respectively by 10.9%, 2.5% and 0.4%, resulting an overall QoE improvement by 3.2%. Note that due to the limited number of clients in our experiment, the accuracy of the cross-session prediction in CS2P is lower than the trace-driven simulations. We believe that this is a conservative estimate of the QoE gain, and the improvement of CS2P vs. HM is likely more significant in large scale scenarios with more client-side measurements.

**Deployment in a large commercial VoD service:** We also deployed CS2P in the VoD system of iQIYI, where CS2P is used to estimate the total buffering time at the beginning of fixed-birate streaming sessions. Specifically, at the beginning of the session, we use CS2P to predict throughput \( T_i \) for all future epochs \( i \), and calculate the total downloading time of the video \( DT_p \), given size of each chunk. The predicted buffering time is \( RT_p = \max(0, DT_p - X) \), where \( X \) is the video length. We compare the \( RT_p \) with the actual measured buffering time \( RT_m \). We then focus on the sessions with buffering events \( RT_m > 0 \). Figure 13 shows that the predicted buffering time is close to the actual value, with 70%+ sessions achieving prediction error \( \leq 20\% \). Our discussion with the iQIYI engineers suggest that these preliminary results are very promising as a means of informing their bitrate and CDN server selection.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>vs. HM+MPC</th>
<th>vs. BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>AvgBitrate</td>
<td>10.9%</td>
<td>9.3%</td>
</tr>
<tr>
<td>GoodRatio</td>
<td>2.5%</td>
<td>17.6%</td>
</tr>
<tr>
<td>Bitrate Variability</td>
<td>-2.3%</td>
<td>5.6%</td>
</tr>
<tr>
<td>Startup Delay</td>
<td>0.4%</td>
<td>-3.0%</td>
</tr>
<tr>
<td>Overall QoE</td>
<td>3.2%</td>
<td>14.0%</td>
</tr>
</tbody>
</table>

Table 4: QoE improvement by CS2P +MPC compared with HM+MPC and BB in a real-world experiment in 4 cities of China.

![Figure 12: Sensitivity analysis of CS2P parameters.](image)

![Figure 13: Prediction error on total buffering time.](image)
logic and there are ongoing plans for a more comprehensive evaluation of CS2P in their production system.

8 Related Work

Path properties measurement: Studies on path properties have shown prevalence and persistence of network bottlenecks (e.g., [25]), constancy of various network metrics (e.g., [49], longitudinal patterns of cellular performance (e.g., [36]), intra-session RTT variation (e.g., [37]), and spatial similarity of network performance (e.g., [17]). In contrast, our focus is on throughput stability and predictability.

Bandwidth measurement: Unlike prior path mapping efforts (e.g., [19,33,40]), CS2P uses a data-driven model based on available session features and does not require any inference of path information (e.g., traceroute). Other approaches use packet-level probing to estimate the available bandwidth and the capacity of Internet paths (e.g., [12, 26]). Unlike CS2P, these active probes need full client/server-side control which is often infeasible in the wild.

Throughput prediction: Prior work either developed approximate analytical models of TCP throughput as a function of packet loss and delay [24, 38] or leveraged Time-series models (e.g., Holt-Winters [32] and Auto-Regressive [24]) and machine-learning models (e.g., Support Vector Regression [34], Gradient Boosting Regression Trees [41]) to predict session’s throughput based on previous measurements. However, these approaches do not provide satisfactory prediction accuracy to feed into the video adaptation algorithms.

Video QoE prediction: Jiang et al., observe that video quality is typically determined by a subset of critical features, and thus propose CFA [29] to predict video QoE of a new session based on the QoE measurements of similar sessions in history. CS2P is inspired by similar insight that end-to-end performance is predictable because it is determined by only a few critical features. While CFA and CS2P are complementary, there are some important differences between them: 1) CFA only predicts application-layer quality using both video-specific and network-specific features, whereas CS2P predicts network-layer throughput using only network-specific features; 2) CFA only considers initial bitrates and does not do midstream throughput model; 3) CFA envisions a deployment model of centralized control while CS2P is amenable of a decentralized execution.

Adaptive video streaming: Our work is in the context of Dynamic Adaptive Streaming over HTTP (DASH), where it is known that choosing high and sustainable bitrate is critical to video quality of experience [16]. Prior work implicitly assumes that throughput is unstable and unpredictable, and eschews this in favor of using the player buffer occupancy for controlling bitrates [27]. Recent work [47, 50] argues that adaptive video streaming can significantly benefit from accurate throughput prediction. However, these do not provide a concrete prediction algorithm. Our contribution is in developing an effective throughput predictor and demonstrating its utility for DASH.

9 Conclusions

Designing good bitrate selection and adaptation algorithms is critical to deliver good quality of experience (QoE). Prior work argues that accurate throughput prediction could help improve initial bitrate selection and the midstream adaptation [45, 47, 50], but fails to provide a concrete roadmap to achieve these benefits. Our work bridges this gap by providing a large-scale measurement analysis of throughput variability and builds on these data-driven insights to develop the CS2P framework. CS2P uses cross-session stateful prediction models. These models can be easily plugged into the bitrate selection logic of client- and server-side adaptation algorithms. Thus, CS2P offers an immediately deployable middle ground between complex centralized control architectures [23] and purely decentralized adaptation algorithms [27, 47]. We demonstrate the benefits of CS2P using both trace-driven analysis and pilot deployments and find that CS2P outperforms prior work on both throughput prediction accuracy and video QoE.

Acknowledgments

The authors would like to thank Menggang Tan, Jia Wang, Ling Cai, Yongqiang Dong and Jing Liu for helping us deploy the multi-city experiments and all the volunteers joining the experiment. We also thank Keith Winstein for shepherding our paper and SIGCOMM reviewers for their feedback. This work is supported in part by the National Basic Research Program (2012CB315802) and the Natural Science Foundation of China (61379133, 61133015). This work is also funded in part by NSF (CNS-1345305) and by a Juniper Networks Fellowship.

10 References


