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Recent history of Language Models

▪ Statistical language models 
• predict the next word based on the most recent context, e.g., Markov assumptions
• hard to build high-order language models

▪ Neural language models
• probability of word sequences from neural nets
• distributed representation of words (e.g., word2vec)

▪ Pre-trained language models
• capture context-aware word representations by pre-training
• pre-training, then fine-tuning on downstream tasks
• ELMo, pretrained with bi-LSTM – more context sensitive
• BERT (Google), based on Transformer, 

context-aware, pretrained on large unlabeled data
• GPT (OpenAI), based on Transformer
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Rosenfeld. Proc of IEEE 2000
Bengio et al. NIPS 2003
Mikolov et al. ICLR 2013

Peters et al. NAACL 2018
Devlin et al. NAACL 2019

Radford et al. OpenAI 2018 
Zhao et al. arXiv 2023



Large Language Models

▪ Large language models 
  =
large-sized pretrained 
language models

▪ Scaling laws 
• Kaplan et al. 2020 (OpenAI)
• Chinchilla scaling –

Hoffmann et al. NeurIPS 2022

▪ Differences compared to LMs
• Large # of model parameters
• LLMs display some surprising “emergent abilities”
• LLMs harbor powerful features such as 

prompting interface (e.g., GPT-4 API)
• LLMs need tremendous resource to build
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What is a Foundation Model?
▪ Foundation models are a 

replacement for task-specific 
models

▪ Large-scale pretraining on 
large unlabeled datasets

▪ Finetuning for diverse 
downstream tasks 

▪ Self-supervised learning
▪ Transfer learning

▪ GPT-4, DALL-E 2, BERT, etc.
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“On the Opportunities and Risks of Foundation Models”
Bommasani et al. Stanford CRFM 2022



Why we need Transformer?

▪ We need dynamic representations for context-
specific information.

e.g., “I like it” vs. “I do not like it” 
The word “like” should have different representations 
because it has opposite meanings – different context

• Vanilla RNNs are slow with poor memory retention. 
• LSTMs are still slow and sequential. 
• CNNs can be parallelized but lack dynamic context 

capture.

▪ Transformer combines the benefits of dynamic 
computation, good memory, and parallelizability
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Cited 82,354 times so far



What is Transformer?

▪ Transformer architecture designed to handle 
sequential data 
(e.g., text, time-series)
• captures long-range dependencies and context

▪ Utilizes the self-attention mechanism to 
extract features for each word in a sentence.

▪ Consists of an encoder and a decoder. 
Both contains a core block of “an attention 
and a feed-forward network” repeated N 
times. 
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“Attention Is All You Need”
Vaswani et al. NeurIPS 2017



What is Attention?
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▪ Attention allows models to focus on different 
parts of an input sequence

She ate cake and it was delicious

▪ Calculating attention scores:

• Q: current position in input seeking context from other 
positions

• K: captures the information that Q attends to
• V: actual content associated with positions in input

“Attention Is All You Need”
Vaswani et al. NeurIPS 2017



What is Attention?
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“The animal didn’t cross the street because it was too 
tired”

Self-Attention

https://jalammar.github.io/illustrated-transformer/



Transformer architecture in BERT and GPT
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Yang et al. arXiv 2023

BERT GPT
Encoder Decoder

BERT-style 
(Encoder-only or 
Encoder-Decoder)

▪ Training: 
Masked Language Models

▪ Model type: 
Discriminative

▪ Pretrain task: 
Predict masked words

GPT-style 
(Decoder-only)

▪ Training: 
Autoregressive Language 
Models

▪ Model type: 
Generative

▪ Pretrain task: 
Predict next word



Pre-training techniques
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Autoregressive Language ModelingMasked Language Modeling

https://www.sbert.net/examples/unsupervised_learning/MLM/README.html
https://towardsdatascience.com/language-models-gpt-and-gpt-2-8bdb9867c50a



GPT     0.11B
BERT    0.34B
GPT-2    1.5B
Turing-NLG   17.2B
GPT-3    175B
Switch    1.6T
MT-NLG    530B
JURASSIC-1   178B
GLaM    1.2T
LaMDA    137B
PaLM    540B
OPT     175B
YaLM    100B
BLOOM    176B
Bard     137B
LLaMA    65B 
GPT-4    1.7T

Source: 
https://github.com/Hannibal046/Awesome-LLM

13Yang et al. arXiv 2023



Application of (large) language models in genomics

▪ Large pretrained models can be utilized for finetuning on downstream tasks 
with limited training data

▪ Data sparsity problem in biology 
• noisy/sparse data
• incomplete data in biology, e.g., rare disease, precious samples 

▪ Embeddings with more generalized knowledge can help mitigate batch effects 
and biases in the data

▪ Today, we introduce recent work in the following two directions:
• Modeling genomic sequences
• Modeling single cell data
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Some of the recent language models for genomic sequence
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Model Paper # Parameters Architecture Training Data Downstream 
Tasks

Big Bird Zaheer et al. 
NeurIPS 2020

127.47M BERT+Sparse 
Attention

human reference 
genome

promoter 
prediction, 
chromatin profile 
prediction

DNABERT Ji et al. 
Bioinformatics 2021

3-mer 86M
4-mer 86M
5-mer 87M
6-mer 89M

BERT human reference 
genome

splice site 
prediction, 
chromatin profile 
prediction, 
promoter prediction

Enformer Avsec et al. 
Nat Methods 2021

23.67M CNN+Transformer

(may not be 
considered as LM)

human and mouse 
genome

gene expression 
prediction, 
enhancer 
prioritization, 
noncoding variant 
effect prediction
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Model Paper # Parameters Architecture Training Data Downstream 
Tasks

Nucleotide 
Transformer 

Dalla-Torre et al. 
bioRxiv 2023

500M_human_ref   480M
500M_1000G         480M
2B5_1000G            2537M
2B5_multi_species 2537M

Transformer human reference 
genome, 3202 
human genomes, 
genome from 850 
different species

epigenetic marks 
prediction, 
promoter and 
enhancer 
prediction, splice 
site prediction

DNABERT-2 Zhou et al.
arXiv 2023

117M BERT+Flash 
Attention+ 
Attention with 
Linear Biases

multi-species 
genome dataset 
from 135 species 
(32.49B)

promoter 
prediction, TF 
prediction, splice 
site prediction, 
epigenetic marks 
prediction, variant 
classification

HyenaDNA Nguyen et al.
arXiv 2023

tiny 1k
small 32k
medium 160k
medium 450k
large 1M

Large 
Convolutional 
Model

human reference 
genome

epigenetic marks 
prediction, 
promoter and 
enhancer 
prediction, splice 
site prediction

https://www.researchgate.net/profile/Zhihan-Zhou-3


DNABERT

▪ Pre-trained BERT for DNA sequences 
based on the human reference genome

▪ Overlapping k-mer tokenization
▪ Downstream tasks:
▪ promoter region prediction, transcriptional 

factor binding site prediction, splice site 
prediction, functional variants identification
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BERT input representation 

DNABERT input representation
Ji et al. Bioinformatics 2021 



DNABERT vs. DNABERT-2 
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▪ Tokenization: overlapping kmer tokenization → byte pair encoding
• to prevent information leakage and sample inefficiency  

Overlapping k-mer Non-overlapping k-mer Byte Pair Encoding

▪ Replace positional embeddings with attention w/ linear biases 
• to overcome the input length limit of DNABERT

▪ Other deep learning tricks to increase computation and memory efficiency
Zhou et al. arXiv 2023

https://www.researchgate.net/profile/Zhihan-Zhou-3


DNABERT-2 results 
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EMP: Epigenetic Marks Prediction, TF-M: Transcriptional Factor Prediction in Mouse, 
CVC: Covid Variant Classification, TF-H: Transcriptional Factor Prediction in Human, 
PD: Promoter Detection, CPD: Core Promoter Detection, SSP: Splice Site Detection 

Zhou et al. arXiv 2023

https://www.researchgate.net/profile/Zhihan-Zhou-3


Some of the recent language models for single-cell genomics 
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Model Paper # Parameters Architecture Training Data Downstream Tasks
scGPT Cui et al. 

bioRxiv 2023
51 million autoregressive 

transformer
33 million normal human 
cells (51 tissues, 441 
studies)

cell-type annotation, multi-
batch integration, multi-
omic integration, 
perturbation prediction, 
and GRN inference

scBERT Yang et al. 
Nature MI 2022

5 million Performer 
(allowing for 
longer inputs)

209 human single-cell 
datasets comprising 74 
tissues with 1M+ cells

cell type annotation

Geneformer Theodoris et al. 
Nature 2023

40 million Transformer Genecorpus-30M-
29.9 million human single-
cell transcriptomes 

gene dosage sensitivity, 
chromatin, network 
dynamics, 

scFoundation Hao et al.
bioRxiv 2023

100 million Transformer
(w/ trick to reduce 
# words)

50 million human cells 
(100+ tissue types, 
normal and disease)

clustering, perturbation 
prediction, drug response



Full scBERT model training scheme

21[Figure] Yang et al. Nature Machine Intelligence 2022



Part I: Self-supervised pretraining on large-scale datasets
(learns general gene-gene interactions)
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Random 
Masking Recovery

Gene
Embedding

[Figure] Yang et al. Nature Machine Intelligence 2022



Part II: Supervised finetuning for specific tasks
(learns task / dataset specific characteristics)
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Cell-type classification task

[Figure] Yang et al. Nature Machine Intelligence 2022



Geneformer

▪ Pretrained on 30 million scRNA-seq to enable context-specific predictions
▪ Discretize gene expression by ranking genes according to their expression
▪ Encodes network hierarchy in the attention weights of the model 

• Context awareness using attention allows for predictions specific to cell states
• Attentions reflect important genes such as TFs and central regulatory nodes

▪ In silico perturbation: remove a gene, compare cell and gene embeddings

24Theodoris et al. Nature 2023



scGPT overview
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Cui et al. bioRxiv 2023

▪ Generative pretraining on on 30+ million normal 
human cells from 50+ tissues

▪ Learn insights concerning genes and cells

▪ Adapt to specific tasks:
• cell-type annotation
• multi-batch integration
• multi-omic integration
• perturbation prediction



Input embedding for scGPT
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Cui et al. bioRxiv 2023

▪ An additional set of tokens 
to integrate meta 
information (e.g., 
perturbations)



Generative pretraining for scGPT
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Cui et al. bioRxiv 2023

▪ Attention mask for generative pretraining:
• Use known genes to predict unknown genes
• Teacher-forcing training



scGPT finetuning objectives
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Cui et al. bioRxiv 2023

▪ Fine-tuning objectives facilitate the learning of 
biologically meaningful cell and gene 
representations for diverse downstream tasks

▪ Self-supervised objectives: 
• Gene expression prediction (by MLP)
• Gene expression prediction for cell modeling (by 

querying)
• Elastic cell similarity (for data integration)

▪ Supervised objectives:
• Domain adaptation via reverse back-propagation
• Cell type annotation



scGPT vs. scBERT: cell type annotation

▪ scGPT outperforms scBERT for downstream task of cell type annotation
▪ Speaks to benefits of generative pretraining 

29



scFoundation
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Read depth adaptation T→S: for better 
downstream analysis such as clustering

Run encoder only on genes with non-zero 
expression: more efficient training without 
explicit feature selection

Hao et al. bioRxiv 2023



Open questions

● How to better evaluate LLMs? How to make LLMs more accessible?
● How to embed cell/gene to better maintain biological contexts?
● How to incorporate prior knowledge into the neural network?
● How much finetuning is sufficient for a specific task/dataset? Will better 

designed pre-training tasks help shorten finetuning?
● How to extract the knowledge claimed to be distilled by the model?
● Do we have enough data available to pretrain LLMs or Foundation Models for 

various modalities in genomics?
● DNA and single-cell LLMs have comparable performance compared to existing 

approaches – need more challenging problems. What are the important 
problems for LLMs?

● Specific LLMs from molecular and cell biology literature + genomics data?
● Reliable hallucinations from LLMs => new biological hypothesis?
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Submit your work to RECOMB 2024

▪ Abstract registration deadline: 11:59 PM, October 16, 2023 AoE
▪ Full paper submission deadline: 11:59 PM, October 20, 2023 AoE
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