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Abstract

The Real-time Message Transport Protocol (RMTP) and the Real-
Time Internetwork Protocol (RTIP) are the transport and network layer
data delivery protocols in the Tenet Protocol Suite. We implemented the
protocols in Ultrix on the DECstation 5000 workstations and in HP/UX
on the HP 9000/7000 workstations. A preliminary measurement study
has been conducted to evaluate the performance of the prototype imple-
mentation. Some of the results are: the throughput obtained by using
RMTP/RTIP is comparable to that obtained by using raw IP; the rate
control mechanism in RMTP/RTIP effectively enforces the traffic specifi-
cation of communication clients; the scheduling mechanism in RTIP pro-
tects the real-time channel so that the performance of a real-time channel
is not affected by the presence of IP traffic or other real-time channels in
the network.

1 Introduction

There is an increasing demand to support real-time applications such as video
conferencing, scientific visualization and medical imaging in an internetworking
environment. These applications have stringent performance requirements in
terms of delay, delay jitter, bandwidth and loss rate [3]. The best-effort ser-
vice provided by the Internet Protocol [10] is not adequate to support these
applications.

The Tenet Group of University of California at Berkeley and International
Computer Science Institute has proposed a new type of service called guaran-
teed performance service. By a guaranteed performance service, we mean that,
before the communication starts, the client specifies its traffic characteristics



and desired performance requirements; when the network accepts the client’s
request, the network guarantees that the specified performance requirements
will be met provided that the client obeys the restrictions implied in its traffic
description.

We believe that a reservation-oriented network architecture is needed to
provide such a guaranteed performance service. The current Internet Proto-
col, which is connectionless and reservationless, cannot be used to support the
service.

The Tenet Group has also designed and implemented a new protocol suite
that provides guaranteed performance service [4, 5]. The protocol suite consists
of five protocols: three data delivery protocols and two control protocols. The
three data delivery protocols are: the Real-Time Internet Protocol (RTIP), the
Real-time Message Transport Protocol (RMTP) [12, 14] and the Continuous
Media Transport Protocol (CMTP) [13, 9]. RTIP is the network layer protocol,
while RMTP and CMTP are two transport layer protocols that provide message-
oriented and stream-oriented transport services, respectively, on top of RTIP.
The two control protocols are: the Real-Time Channel Administration Protocol
(RCAP) [1], and the Real-Time Control Message Protocol (RTCMP). RCAP
is responsible for establishment, tear-down and modification of the real-time
channels, while RTCMP is responsible for control and management during data
transfers.

In this paper, we will focus on the two data delivery protocols, RMTP and
RTIP. Both protocols have been implemented on DECstation 5000 and HP9000
workstations. A preliminary measurement study has been conducted to evaluate
the performance of the prototype implementation. Some of the results are: the
throughput obtained by using RMTP/RTIP is comparable to that obtained by
using raw IP; the rate control mechanism in RMTP/RTIP effectively enforces
the traffic specification of communication clients; the scheduling mechanism in
RTIP protects real-time connections so that the performance of a real-time con-
nection is not affected by the presence of IP traffic or other real-time connections
in the network.

The paper is organized as follows: Section 2 brief reviews the real-time
channel scheme, on which the Tenet Protocol Suite are based; Section 3 describes
the services, functions, software structure and programming interface for RTIP
and RMTP; Section 4, which is the core of this paper, presents the simulation
results; Section 5 briefly describes related work; Section 6 gives the conclusion
and provides future work.

2 Background
The Tenet protocol suite implements the real-time channel scheme, which is a

new communication abstraction proposed to support guaranteed performance
service in a general packet-switched internetwork environment [6].



A real-time channel is a simplex unicast end-to-end connection with perfor-
mance guarantees and traffic restrictions. Once established, it guarantees that
the performance bounds requested by the communication client are satisfied
so long as the client does not violate the traffic restrictions. The performance
parameters a client can request are:

e delay bound D

e delay violation probability bound 7
e buffer overflow probability bound W
e delay jitter bound J

The traffic parameters a client needs to specify are:

e minimum packet inter-arrival time z_min
e average packet inter-arrival time z_ave
e averaging interval [

e maximum packet size s_maz

A channel with both Z and W being 1 is called a deterministic channel; a
channel with either Z or W being less than 1 is called a statistical channel [3].

The following paradigm is proposed in [6] to provide guaranteed services to
clients in a packet-switching network: before communication starts, the client
specifies its traffic characteristics and performance requirements to the network;
the client’s traffic and performance parameters are translated into local param-
eters, and a set of connection admission control conditions are tested at each
switch or gateway; the new channel is accepted only if its admission would not
cause the performance guarantees made to other channels to be violated; during
data transfers, each switch or gateway will service packets from different chan-
nels according to a service discipline; by ensuring that the local performance
requirements are met at each switch or gateway, the end-to-end performance
requirements can be satisfied.

Notice that there are two levels of control in this paradigm: at the connec-
tion level, the admission control policy allocates and reserves resources for each
channel; at the packet level, the service discipline allocates resources according
to the reservations made. In the Tenet protocol suite, RCAP is responsible for
the connection level control, and RTIP is responsible for the packet level control.

3 RMTP and RTIP

RMTP and RTIP are the data delivery protocols in the Tenet protocol suite.
Together with the Real-Time Channel Administration Protocol, or RCAP [1],
they provide guaranteed performance communication services in an internet-
working environment.



3.1 RMTP Services and Functions

The Real-time Message Transport Protocol, or RMTP, is the transport layer
message-oriented data transfer protocol in the Tenet protocol suite. It provides
a simplex, end-to-end, unreliable, in-order, and guaranteed performance mes-
sage service. RMTP is responsible for such end-to-end functions as message
fragmentation and reassembly, regulation of traffic according to traffic specifi-
cations and optional checksumming.

3.2 RTIP Services and Functions

The Real-Time Internet Protocol, or RTIP, is the network layer data transfer
protocol in the Tenet protocol suite. Operating at each host and gateway par-
ticipating in the real-time communication, RTIP performs rate control, jitter
control, packet scheduling, and data transfer functions. It provides a host-to-
host simplex, sequenced, unreliable, and guaranteed-performance packet service.
All the data are transferred in packets on a simplex channel from the sending
client to the receiving client. A packet is not guaranteed to be delivered; it
may be dropped for two reasons: the packet may be corrupted during trans-
mission, or there might not be enough buffer space in the case of a statistical
channel. Packets that are not dropped are delivered to the receiving client in
the same order as they were sent by the sending client; the relative positions
of the dropped packets are indicated. The client data are not checksummed;
they may get corrupted due to transmission errors. If the sending client sends
packets neither larger than the maximum packet size negotiated during channel
establishment time, nor faster than the specified maximum rate, all the pack-
ets delivered are guaranteed to meet the delay and/or delay jitter requirements
with certain probability (the probability is 1 for a deterministic channel).

3.3 Relationship Between RMTP/RTIP and RCAP

All real-time data is carried on real-time channels. Channel state information
is kept in each node along the channel’s path. The RMTP state information is
maintained at the end-points of the channel, while the RTIP state information is
maintained at every node along the channel’s path (including the end-points).
RCAP is responsible for initializing the state information of a newly created
channel and for destroying the state information of a channel when it is torn
down.

3.4 Software Structure

RMTP and RTIP have been implemented in Ultrix on DECstation 5000 and in
HP/UX on HP9000/7000 workstations. Both Ultrix and HP/UX are Unix-like

operating systems; the networking software of both was derived from BSD Unix

8.
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Fig.1. Software structure of RMTP/RTIP

DataSock = socket(AF_INET, SOCK_DGRAM, IPPROTO_RMTP)
RcapEstablishRequest (&ParametersBlock, &lcid, &Destination)
setsocketopt(DataSock, IPPROTORTIP, RTIP_ASSOC, &lcid, sizeof(u_short))
send(DataSock, msg, len, flags)

Fig.2. Programming interface for a user program

The software structure of the RMTP and RTIP implementation is shown in
figure 1. As can be seen in the figure, while RCAP is implemented in user space,
RMTP/RTIP are implemented in the kernel, and co-exist there with TCP/IP.
Through the socket layer software, RMTP and RTIP export interfaces to RCAP
for control purposes and to user programs for data transfer purposes.

3.5 Programming Interface

RMTP and RTIP export programming interfaces to both user programs and
RCAP agents. The following example illustrates how a user program sends
data using the Tenet protocol suit.

The user program first invokes the socket system call to open an RMTP
socket; it then calls RcapEstablishRequest to establish a real-time channel,
while ParametersBlock specifies the end-to-end traffic and performance pa-
rameters, 1lcid is used to hold a return value, and Destination specifies the
destination IP address. RcapEstablishRequest is an RCAP library function;
when invoked, it will contact RCAP agents at this node and other nodes on the
path to reserve resources for the new request and establish a real-time channel.



Theorem Lemma Faith Fake

Theorem

FDDI Ring

Physical Network Logical Network

(a) (b)

Fig.3. Testbed configuration

The agent on each node of the real-time channel, which resides in user space,
will call
setsockopt (ControlSocket, IPPROTORTIP, RTIP_SPEC, &RtipSpec,
sizeof (struct RtipSpec))

to set up the data structure in RTIP, where ControlSocket is a permanent
socket opened for communication between the RCAP agent in user space and the
RTIP module in kernel space, and RtipSpec has the local traffic, performance
parameters, and amounts of resources to be reserved by the RTTP module.

If the channel is successfully established, RcapEstablishRequest will return
a small integer 1cid, which is the unique local channel identifier of the real-time
channel at the source. The user program then calls setsockopt to associate the
opened data socket with the established real-time channel. Finally, the user can
start sending data to the data socket using the send system call.

A similar interface is provided on the receiving side. There are also other
setsockopt calls that RCAP uses to communicate with RMTP and RTIP.

4 Measurement Experiments

In order to evaluate the performance of the RMTP/RTIP implementation, we
set up a local testbed and performed a set of experiments on the testbed.

The physical configuration of the testbed is shown in Figure 3 (a). Both
theorem and lemma are DECstation 5000/125’s, while faith is a DECstation
5000/240. Fake is a non-existent machine; it is used to be the receiver of network
load. All three workstations are connected to one FDDI ring. While theorem and
faith each have one FDDI interface attached, lemma has two FDDI interfaces.
The routing tables on the three machines are set up to form a logical network
as shown in Figure 3 (b).

4.1 Throughput and Processing Time

Our first experiment compares the throughput of RMTP/RTIP with those of
UDP/IP and raw IP. The experiment was performed with one process on the-
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Fig.4. Performance of UDP/IP, raw IP and RMTP/RTIP

orem sending 10,000 packets of same size in a tight loop to a receiving process
on faith. No load was applied to either the gateway or the hosts.

Tests were performed with different packet sizes and underlying protocols.
For RMTP/RTIP, the rate parameters (Xmin, Xave, I) were set so that the
“reserved rate” was higher than the achievable rate. This was just for experi-
mentation purpose, so that packets could be sent back to back without being
held by the rate control mechanism. Figure 4 shows the results of the experi-
ment. The diagram on the left shows the throughput, and the diagram on the
right shows the amount of time to send a packet during a tight sending loop
on a DECstation 5000/125. It can be seen from the figure that the throughput
achieved using RMTP/RTIP is almost the same as that using raw IP. This re-
sult is not surprising. It has been observed in [2] that, for bulk data transfers,
the cost of operations on data such as copying or checksumming dominates pro-
tocol processing. Since neither RMTP/RTIP nor raw IP do checksumming, the
operations on data are the same for both of them, thus the time for sending one
packet and the throughput are approximately the same in both cases. The UDP
throughput was measured with UDP checksumming turned on, which explains
the discrepancy between its curves and the curves of raw IP and RMTP/RTIP.

Figure 5 shows the breakdown of the processing time of a RMTP/RTIP
packet on a DS 5000/125. As can be seen, the RMTP/RTIP protocol processing
time is about 68 us per packet, and the driver software processing time is about
114 ps per packet. Socket level processing includes copying the data from user
space into kernel space; transmission includes copying the packet from the kernel
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Fig.5. Breakdown of Processing Times In the Kernel

memory into the interface adaptor and transmitting the packet onto the FDDI
ring. Both types of processing involve data movement and account for a larger
fraction of the total processing time.

4.2 Effects of Rate Control

One of the functions of RMTP is to perform rate control at the source so that
the packets are injected into the network at a rate not higher than declared
when the channel was established. This experiment was designed to check the
effectiveness of rate control.

In the experiment, a process on theorem sent packets continuously to a pro-
cess on faith through a real-time channel in a tight loop. The receiver program
takes a timestamp upon receiving of each packet.

Figure 6 displays the relationship between packet sequences and timestamps.
Each of the experiments whose results are reported in the figure was performed
independently with different values of 2min and zave. Xmin and zave are ex-
pressed in milliseconds. The same value of 1 second is used for Iin all experi-
ments.

Although the sender program sends packets in a tight loop, the rate control
mechanism in the RMTP/RTIP protocol ensures that the source never sends
packets faster than what is specified by traffic parameters. As can been seen in
the figure, the (zmin, zave, I) traffic restrictions have been indeed satisfied by
the rate control mechanism.
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Fig.6. Effects of Rate-Control at the Source in RMTP/RTIP

4.3 Load on Gateway

This experiment was designed to examine the effect of gateway load on real-time
channels. In the experiment, a process on theorem sent packets to a process on
faith via a real-time channel. We timestamped each packet and recorded its
sequence number at the receiving end. Two tests were performed: gateway
unloaded and gateway loaded. To load the gateway, a couple of processes were
created on the gateway machine lemma, and each of them sent raw IP packets
in a tight loop to the non-existing machine fake. Figure 8 shows both the loaded
and the unloaded case. We can see that the load on the gateway did not affect
the performance of the real-time channel.

A similar experiment was performed for UDP. Under load, a significant frac-
tion of UDP packets were dropped at the gateway.

4.4 Co-existence of Real-Time Channels

The previous experiment shows that RMTP/RTIP traffic was not affected by
the presence of IP traffic. A more interesting case is that of multiple real-time
channels.

We did three tests: channel 1 active alone, channel 2 active alone, and
channel 1 and channel 2 active simultaneously. We timestamped each packet
and recorded its sequence number at the receiving end in all the tests. Figure 7
shows the sequence number vs. time graph for all three cases. As can been seen
in the figure, for both channel 1 and channel 2, the patterns of packet arrival
are almost the same regardless of whether the other channel is active.
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5 Conclusion and Future Work

We have conducted a preliminary measurement study to evaluate our prototype
implementation of RM'TP and RTIP. The results obtained are encouraging: the
throughput obtained by using RMTP/RTIP is comparable to that obtained by
using raw IP; the rate control mechanism in RMTP/RTIP effectively enforces
the traffic specification of communication clients; the scheduling mechanism in
RTIP protects the real-time channel so that the performance of a real-time
channel is not affected by the presence of IP traffic or other real-time channels
in the network.

There are certain limitations to this research, which we would like to address
in future works:

e The current testbed is a local area network. We would like to perform
similar measurements in an internetwork such as the Xunet-2 [7] network
and the SequoiaNet [11].

e All the experiments were performed with synthetic loads. In the future, we
would like to experiment with real applications such as video conferencing
or scientific visualization.

e The testbed consists of only DECstations. A heterogenous environment
would be more interesting. We are in the process of moving the implemen-

tation of RMTP/RTIP to the Sun 4/280 and SGI IRIS-4D workstations.
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