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* Announcements:

* HW1 released 5/17 due 5/24 at 1 PM
* Recitation 1 on 5/19: review of prerequisite material

* General advice for the summer:

Front Matter

- Start HWs early!
* Go to office hours! Starting today, 5/18

- Recommended Readings:

- Daumé Ill, Chapter 1: Decision Trees
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http://ciml.info/dl/v0_99/ciml-v0_99-ch01.pdf

Our second

Machine
Learning
Classifier
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* A classifier is a function that takes feature values as

input and outputs a label

- Memorizer: if a set of features exists in the training

dataset, predict its corresponding label; otherwise,

predict the majority vote

Family | Resting Blood | Cholesterol | Heart
Hlstory Pressure Disease?

Normal
No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes

Yes High Abnormal Yes



* Feature space, X
* Label space, Y
* (Unknown) Target function, c*: X - Y

: * Training dataset:
Notation D = {(x®, c*(x®) = y ), (x@, y@) ..., (x®, y W)}

* Data point:
(x™,y(W) = (xfn),xgn), ...,xl()"),y("))

* Classifier, h : X = Y

* Goal: find a classifier, h, that best approximates c*
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Evaluation
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* Loss function, £ : Y XY - R

* Defines how “bad” predictions, ¥ = h(x), are

compared to the true labels, y = c¢*(x)
- Common choices

1. Squared loss (for regression): £(y, ) = (y — $)?

2. Binary or 0-1 loss (for classification):

,\ 1ify#9y
£(y,y) =
.3) {O otherwise



Evaluation
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* Loss function, £ : Y XY - R

* Defines how “bad” predictions, ¥ = h(x), are

compared to the true labels, y = c¢*(x)
- Common choices
1. Squared loss (for regression): £(y, ) = (y — $)?

2. Binary or 0-1 loss (for classification):

£(y,9) =1y =)

* Error rate:

N
1
err(h, ])) — N z ﬂ(y(n) —+ }’;(n))
n=1



- Memorizer: if a set of features exists in the training
dataset, predict its corresponding label; otherwise,

predict the majority vote

Resting Blood Cholexs'o:cerol Heart Predictions
NOtatiOn . Pressure Disease?
! Yes Low Normal No No
Examp|e x? [ No Medium Normal No No
No Low Abnormal Yes Yes
Yes Medium Normal Yes Yes
Yes High Abnormal Yes Yes

N =5andD =3
- x(2) =( (2) — “No” x (2) “Medium”, x() Normal”)
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* Memorizer:

def train(D):

store D
Our second def majority vote(D):
Machine return mode(yW,y@ . 5y
Learning def predict(x’):
Classifier if 3xMeD s.t. x' =xM:

return y®™

else

return majority vote(D)
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Our third
Machine

Learning
Classifier

Henry Chai - 5/18/22

* Alright, let’s actually (try to) extract a pattern from the data

X3 y
Resting Blood | Cholesterol | Heart
Pressure Disease?
Yes Low Normal No
No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes
Yes High Abnormal Yes

* Decision stump: based on a single feature, x4, predict the
most common label in the training dataset among all data

points that have the same value for x4



Our third
Machine

Learning
Classifier:
Example
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* Alright, let’s actually (try to) extract a pattern from the data

Family | Resting Blood Cholexsslcerol Hea}r]t
History | Pressure Disease?
Yes Low Normal No

No Medium Normal No

No Low Abnormal Yes

Yes Medium Normal Yes

Yes High Abnormal Yes

* Decision stump on xq:

h(x") = h(x), ..., xb) = {

727 if x; = “Yes”
777 otherwise

10



* Alright, let’s actually (try to) extract a pattern from the data

x3 y
Resting Blood | Cholesterol | Heart
Pressure Disease?

OU I thlrd Yes Low Normal No
Machine No  Medium Normal  No
No Low Abnormal Yes
Lea Nl ng Yes Medium Normal Yes
CIaSS|f|er Yes High Abnormal Yes

Example

* Decision stump on xq:

, , , uYeSn lf xl — «Yesn
h(x ) — h(xl, ...,xD) — { 1

7?7?77 otherwise
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Our third
Machine

Learning
Classifier:
Example
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* Alright, let’s actually (try to) extract a pattern from the data

X3 y
Resting Blood | Cholesterol | Heart
Pressure Disease?
Yes Low Normal No
No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes
Yes High Abnormal Yes

* Decision stump on xq:

, , , uYeSn lf xl — uYeSn
h(x ) — h(xl, ...,xD) — { 1

“No” otherwise
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Our third
Machine

Learning
Classifier:
Example
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* Alright, let’s actually (try to) extract a pattern from the data

Family Predictions
History | Pressure

Yes Low Normal No Yes

No Medium Normal No No

No Low Abnormal Yes No

Yes Medium Normal Yes Yes

Yes High Abnormal Yes Yes

X1 ]
“Yes”, ‘No”

13



def train(D):
1. pick a feature, x4
2. split D according to xg4

for v in V(x;), all possible values of xg:

Decision D, ={(x®,y®) €D xg’ = v}

StLHTHDSZ 3. Compute the majority vote for each split

Pseudocode for v in V(x;), all possible values of xg:
y, = majority vote(D,)

def predict(x’):

for v in V(x4), all possible values of x;:

if x’ = v: return j,

Henry Chai - 5/18/22 14



Decision

Stumps:
Questions
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1. How can we pick which feature to split on?

15



[ A When survey is active, respond at pollev.com/301601polls

Lecture 2 Polls

0 done

£ 0 underwav
Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app




.. & When poll is active, respond at pollev.com/301601polls ..

Which feature do you think we should split on for this data
set?

History | Pressure

Yes Low Normal No m
No No 2

Medium Normal
No Low Abnormal  Yes
Yes Medium Normal Yes x
Yes High Abnormal  Yes 3

Start the presentation to see live content. For screen share software, share the entire screen. Get help at pollev.com/app




Splitting
Criterion
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* A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a

specified dataset

* Insight: use the feature that optimizes the splitting

criterion for our decision stump.

18



Training error
rate as a

Splitting
Criterion
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Family
History

Yes
No
No
Yes
Yes

Training error
rate: 2/5

X3

Resting Blood | Cholesterol
Pressure

Low Normal
Medium Normal
Low Abnormal
Medium Normal
High Abnormal

Training error
rate: 2/5

y
Heart

Disease?
No

No

Yes

Yes

Yes

Training error
rate: 1/5

19



* Which feature would you

split on using training error

- rate as the splitting criterion?
0 1

=<

Training error
rate as a

Splitting
Criterion?

e S N
_ R = = O O O O
T e Y ==y S S Y = W

0 1

Training error rate: 2/8

Henry Chai - 5/18/22
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> A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a
specified dataset

* Insight: use the feature that optimizes the splitting

criterion for our decision stump.

Splitting e
Criterion * Potential splitting criteria:

* Training error rate (minimize)

* Gini impurity (minimize) = CART algorithm

* Mutual information (maximize) — ID3 algorithm

Henry Chai - 5/18/22 21



> A splitting criterion is a function that measures how

good or useful splitting on a particular feature is for a
specified dataset

* Insight: use the feature that optimizes the splitting

criterion for our decision stump.

Splitting e
Criterion * Potential splitting criteria:

* Training error rate (minimize)

* Gini impurity (minimize) = CART algorithm

* Mutual information (maximize) — ID3 algorithm
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* Entropy describes the purity or uniformity of a collection

of values: the lower the entropy, the more pure

S| M
== 3 B, ()
S| =28
vevV(S)
where S is a collection of values,

V(S) is the set of unique values in S

S, is the collection of elements in S with value v

* If all the elements in S are the same, then
H(S) = —1log,(1) =0

23
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* Entropy describes the purity or uniformity of a collection

of values: the lower the entropy, the more pure

S| S|

== 3 B, ()

S| EA\S)
v EeEV(S)

where S is a collection of values,

V(S) is the set of unique values in S

S, is the collection of elements in S with value v

* If S is split fifty-fifty between two values, then
HS) = ~ 31082 (5) = 31082 (5) = ~losz (5) =1
= 20822 20822— 0822—

24



* Mutual information describes how much information or

clarity a particular feature provides about the label

Mutual 1Ga N =HO = ) () (H(Yey=))
Information

veEV(xyq)

where x4 is a feature

Y is the collection of all labels

V(xy) is the set of unique values of x4

f, is the fraction of inputs where x5 = v

Yy ,,=v is the collection of labels where x; = v
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Mutual
Information:

1 1
1 1
0 0
0 0

1Ga N =HO = > () (H(Veym)

veEV(xyq)

Example

1 1
=1— EH(de=O) — EH(deﬂ)

U P
=1-5(0)-7(0) =

Henry Chai - 5/18/22
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Mutual
Information:

1
0
1
0

1Ga N =HO = > () (H(Veym)

veEV(xyq)

S O Pk

Example

1 1
=1— EH(de=O) — EH(deﬂ)

1) —2(1) =
=1-71)-51)=0

Henry Chai - 5/18/22

27



* Which feature would you split

on using mutual information

- as the splitting criterion?
0 1

Mutual Information: 0

0 1

Mutual Information: H(Y) — %H(Yxfo) — %H(szﬂ)

=<

Mutual
Information as a

Splitting
Criterion

e S N
_ R = = O O O O
T e Y ==y S S Y = W

Henry Chai - 5/18/22 28



* Which feature would you split

on using mutual information

- as the splitting criterion?
0 1

Mutual Information: 0

0 1

. 2 2 6 6 1 1
Mutual Information: — glogz o glogz s (1) — > (0) = 0.31

=<

Mutual
Information as a

Splitting
Criterion

e S N
_ R = = O O O O
T e Y ==y S S Y = W

Henry Chai - 5/18/22
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Decision

Stumps:
Questions
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1. How can we pick which feature to split on?

2. Why stop at just one feature?

30



From X3 %

0 c Resting Blood | Cholesterol | Heart
DECISIOH Pressure Disease?
Stu m p Yes Low Normal No

No Medium Normal No
No Low Abnormal Yes
Yes Medium Normal Yes

Yes High Abnormal Yes
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

Resting Blood
Pressure

Low
Medium
Low
Medium
High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

y
Heart

Disease?
No
No

Yes

Yes

Yes
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

No

Resting Blood
Pressure

Low
Medium
Low
Medium
High

High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

Normal

y
Heart

Disease?
No

No

Yes

Yes

Yes

No
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

No

Resting Blood
Pressure

Low
Medium
Low
Medium
High

High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

Normal

y
Heart

Disease?
No

No

Yes

Yes

Yes

No
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

No

Resting Blood
Pressure

Low
Medium
Low
Medium
High

High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

Normal

y
Heart

Disease?
No

No

Yes

Yes

Yes

No
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From
Decision
Stump

to
Decision
Tree
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Yes

Yes

No

Resting Blood
Pressure

Low
Medium
Low
Medium
High

High

X3
Cholesterol

Normal
Normal
Abnormal
Normal

Abnormal

Normal

y
Heart

Disease?
No

No

Yes

Yes

Yes

No
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Learned from medical records of 1000 women
Negative examples are C-sections

[833+,167-] .83+ .17-

Fetal_Presentation = 1: [822+,116-] .88+ .12-
Decision Previous_Csection = 0: [767+,81-] .90+ .10-
Primiparous = 0: [399+,13-] .97+ .03-
Primiparous = 1: [368+,68-] .84+ .16-
Example | Fetal_Distress = 0: [334+,47-] .88+ .12-
| Fetal_Distress = 1: [34+,21-] .62+ .38-
Previous_Csection = 1: [55+,35-] .61+ .39-
Fetal_Presentation = 2: [3+,29-] .11+ .89-
Fetal_Presentation = 3: [8+,22-] .27+ .73-

Tree:

Henry Chai - 5/18/22 Figure courtesy of Tom Mitchell 37



Decision

Tree:
Pseudocode
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def predict(x’):
- walk from root node to a leaf node
while(true):
if current node is internal (non-leaf):
check the associated attribute, x4
go down branch according to x;
if current node is a leaf node:

return label stored at that leaf

38



Decision

Tree:
Pseudocode
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def train(D):
store root = tree recurse(D)
def tree recurse(D’):
g = new node()
base case - if (SOME CONDITION):
recursion - else:
find best attribute to split on, x4
g.split = x4

for v in V(x;), all possible values of xg:

DU = {(x(l)'y(l)) eED | xc(ii) = U}
g.children(v) = tree_recurse(D,)

return g

39



Decision

Tree:
Pseudocode
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def train(D):
store root = tree recurse(D)
def tree recurse(D’):
g = new node()
base case - if (D' is empty OR
all labels in D’ are the same OR
all features in D' are identical OR
some other stopping criterion):

g.label = majority vote(D')

recursion - else:

return g

40



Decision

Trees:
Pros & Cons
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* Pros

* Interpretable
* Efficient (computational cost and storage)
* Can be used for classification and regression tasks

* Compatible with categorical and real-valued features

- Cons

* Learned greedily: each split only considers the

immediate impact on the splitting criterion

* Not guaranteed to find the smallest (fewest number

of splits) tree that achieves a training error rate of O.

* Liable to overfit!

41



Decision

Trees:
Inductive Bias
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* The inductive bias of a machine learning algorithm is the

principal by which it generalizes to unseen examples

- What is the inductive bias of the ID3 algorithm?

* Try to find the smallest tree that achieves a training

error rate of O with high mutual information features at

the top

* Occam’s razor: try to find the “simplest” (e.g., smallest

decision tree) classifier that explains the training dataset

42



Overfitting
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* Overfitting occurs when the classifier (or model)...

* is too complex

* fits noise or “outliers” in the training dataset as

opposed to the actual pattern of interest

- doesn’t have enough inductive bias pushing it to

generalize

- Underfitting occurs when the classifier (or model)...

* is too simple

° can’t capture the actual pattern of interest in the

training dataset

* has too much inductive bias

43



09 T

0.85

0.8

0.75

0.7

Accuracy

Overfitting in
Decision Trees

0.65

55

On training data ——
On test data -——-

1 1 1 1 1 1

0.5 .

Henry Chai - 5/18/22 Figure courtesy of Tom Mitchell

20

30 40 50 60 70 80
Size of tree (number of nodes)

90

100
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Combatting

Overfitting in
Decision Trees
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* Heuristics:

* Do not split leaves past a fixed depth, 6
* Do not split leaves with fewer than ¢ data points

* Do not split leaves where the maximal information

gain is lessthan t

- Take a majority vote in impure leaves

45



Combatting

Overfitting in
Decision Trees
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* Pruning:
* First, learn a decision tree

* Then, evaluate each split using a “validation” dataset
by comparing the validation error rate with and

without that split

- Greedily remove the split that most decreases the

validation error rate

» Stop if no split is removed

46
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0.85

0.8

0.75

0.7

Accuracy

Pruning
Decision Trees

0.65

0.6 On training data ——

On test data -~~~

055 On test data (during pruning) -----
0.5 1 - L | 1 1 1 1 1

0 10 20 30 40 50 60 70 80 90
Size of tree (number of nodes)

Henry Chai - 5/18/22 Figure courtesy of Tom Mitchell
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* Mutual information as a splitting criterion for decision

stumps/trees
* Decision tree algorithm via recursion
* Inductive bias of decision trees
* Overfitting vs. Underfitting

* How to combat overfitting in decision trees

48



