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ABSTRACT
The randomized incremental convex hull algorithm is one of the most practical and important geometric algorithms in the literature. Due to its simplicity, and the fact that many points or facets can be added independently, it is also widely used in parallel convex hull implementations. However, to date there have been no non-trivial theoretical bounds on the parallelism available in these implementations. In this paper, we provide a strong theoretical analysis showing that the standard incremental algorithm is inherently parallel. In particular, we show that for $n$ points in any constant dimension, the algorithm has $O(\log n)$ dependence depth with high probability. This leads to a simple work-optimal parallel algorithm with polylogarithmic span with high probability.

Our key technical contribution is a new definition and analysis of the configuration dependence graph extending the traditional configuration space, which allows for asynchrony in adding configurations. To capture the "true" dependence between configurations, we define the support set of configuration $c$ to be the set of of already added configurations that it depends on. We show that for problems where the size of the support set can be bounded by a constant, the depth of the configuration dependence graph is shallow ($O(\log n)$ with high probability for input size $n$). In addition to convex hull, our approach also extends to several related problems, including half-space intersection and finding the intersection of a set of unit circles. We believe that the configuration dependence graph and its analysis is a general idea that could potentially be applied to more problems.

ACM Reference Format:

1 INTRODUCTION
Finding the convex hull of a set of points in $d$-dimensions is one of the most fundamental problems in computational geometry. The incremental convex hull algorithm (adding points one by one) is surely the simplest efficient algorithm for the problem, at least for $d > 2$. The basic idea of the (sequential) incremental convex hull algorithm is to add the points one by one while maintaining the convex hull. A newly-added point either falls into the current convex hull and thus no further action is needed, or it removes existing faces (henceforth facets) that it is visible from, while adding new facets. For example, in Figure 1, adding $c$ to the existing hull $w-v-w-x-y-z-t$ would replace edges $v-w$, $w-x$, $x-y$, and $y-z$ with $v-c$ and $c-z$. Clarkson and Shor, in their seminal work over 30 years ago [28], showed that the incremental convex hull algorithm on $n$ points in $d$-dimensions has optimal $O(n(2d/21 + n \log n)$ expected runtime when points are added in random order. Their results are based on a more general setting, which they also used to solve several other geometry problems, and the work led to over a hundred papers and survey articles on the topic of random incremental algorithms. Their proof has been significantly simplified over the years, and is now described in several textbooks [21, 32, 35, 50]. Analysis techniques, such as backwards analysis [54], were developed in this context and are now studied in many intermediate algorithms courses.

In addition to beautiful theory, incremental convex hulls algorithms are also widely used in practice [10, 24, 48, 58] due to their simplicity and efficiency. In the parallel setting, there have been several asymptotically efficient parallel algorithms for convex hull [5, 7, 8, 42, 49, 52], although none of them are based on the incremental approach. Interestingly, although incremental algorithms seem inherently sequential, in practice they are widely used in parallel implementations. The observation is that if two points are visible from disjoint sets of facets, they can be added simultaneously. This idea is used in many parallel implementations of convex hull [27, 34, 38, 40, 42, 47, 56, 59], although with no strong theoretical bounds. Despite the fact that the randomized incremental convex hull algorithm is widely used in practice, it was not previously known whether the incremental approach for convex hull is asymptotically efficient in parallel.

In this paper we show that incremental convex hull is indeed highly parallel, with logarithmic dependence depth. Our result follows recent work on analyzing the inherent parallelism in sequential incremental algorithms by considering their dependence depth. This work includes showing that incremental algorithms for maximal independent set and maximal matching [14, 36]; graph coloring [43]; correlation clustering [51]; random perumutation, list contraction, and tree contraction [55]; and comparison sorting, linear programming, smallest enclosing disk, and closest pairs [17], all have shallow dependence depth. Recent work has also shown that the randomized incremental Delaunay triangulation algorithm in 2D has shallow dependence depth [17, 18]. The key idea is to allow for asynchrony: instead of having an added point build all relevant triangles at once, their analysis allows the triangles added by a point to be added on different rounds. In our results, we borrow the idea of using asynchrony in the convex hull problem. Interestingly, however, the analysis techniques in these previous papers do not apply to incremental convex hull, even just for the 2D case.
although convex hull seems to be easier than many of the above problems.

The challenge for incremental convex hull is that each randomly
inserted point may remove (and thus depend on) more than a con-
tant number of existing points and facets (edges for the 2D case)
on the hull. As an example of 2D convex hull, in Figure 1 we assume
that the hull over the points \(u-v-w-x-y-z-t\) has already been gen-
ated (marked in dark solid lines) in previous rounds. The points \(a, b,\)
and \(c\) are to be added in lexicographical order. Adding \(c\) replac-
e all edges between \(v\) and \(z\), which clearly conflicts with adding \(a\) or
\(b\), so \(c\) has to wait. The number of edges that a newly-added point
can remove can be arbitrarily large (more than any constant).
In the sequential setting, showing a constant number of dependencies
per inserted node on average is sufficient to derive the expected
work bound since it is the sum of the dependencies for all inserted
points. However, it does not work for the analysis of the parallel
span (longest dependence path), since the degrees (the number of
dependences) of the inserted points multiplicatively contribute to
the number of possible paths.

**New results and approach of this paper.** As with Clarkson
and Shor’s work [28], and follow-on work by Mulmuley [50] and
others, we derive the results based on configuration spaces. Our key
technique consists of two aspects, the **asynchrony** that enables
more fine-grained parallelism, and the concept of a **support set**
that is used to distinguish the “true” dependences. Using both, we show
that the dependence graph of convex hull is shallow, which further
leads to a very simple work-efficient and polylogarithmic-span
algorithm for \(d\)-dimensional convex hull.

The first technique that we employ is to allow asynchrony when
adding the facets (edges for the 2D case) incident on one point, as is
studied in previous work [17]. In the 2D example in Figure 1(a), we
assume that the hull over the points \(u-v-w-x-y-z-t\) has already been
generated (marked in dark solid lines). The points \(a, b,\) and \(c\) are
to be added in lexicographical order. Adding a point \(c\) in previous
incremental algorithms would add the edges \(u-c\) and \(c-z\), which has
wait for \(a\) and \(b\) to be added. In our approach, \(v-c\) and \(c-z\) can be
added separately in different rounds. In particular, \(v-c\) can be
added first since there is no “true” dependence from \(v-c\) to edges
incident on \(a\) or \(b\) (see below). This therefore allows for other edges
depending on \(v-c\) to be processed earlier before \(c-z\) is added, which
builds a “pipeline” of adding points and improves parallelism.
This procedure adds exactly the same facets as the sequential algorithm,
and thus compared to the sequential variant, work is not wasted,
but rather just reshuffled.

The second technique that we use, which is also the main con-
tribution of this paper, is the new concept of a **support set** in addition
to the standard requirements of configuration spaces [28, 50].
The goal of the support set is to distinguish the “true” dependences from
unnecessary dependences. We observe that when adding a new point
\(p\) that forms a facet \(t = (p, r)\) with an existing ridge \(r\), \(t\) only
depends on existing facets incident on \(r\). Namely, the new facet \(t\)
only depends on two other facets, \(t_1\) and \(t_2\), which both contain
ridge \(r\), and \(t\) will replace one of them (the one that \(p\) conflicts with).
In this case, we say the pair of facets \(t_1\) and \(t_2\) **supports** the new
facet \(t\) (the support set of \(t\) is \(\{t_1, t_2\}\)). Figure 1 shows a running
example of our algorithm in two dimensions across three rounds.
Starting with the hull \(u-v-w-x-y-z-t\), we next need to add \(a, b,\) and
\(c\) into the hull in lexicographical order. Adding \(v-c\) only depends
on edges incident on \(v\), which are \(v-w\) and \(v-u\), and so we say \(v-c\)
is supported by \(v-w\) and \(v-u\). Similarly, \(w-b\) is not supported by \(x-y\) or \(a-z\). Hence, \(v-c, w-b, x-a,\) and \(a-z\) can all be added in parallel
since they do not support each other (Figure 1(a) to 1(b)). Then,
some existing edges will be replaced by edges with the newly-added
points due to visibility, e.g., \(v-c\) replaces \(v-w\) because \(c\) is visible
from \(v-w\), but not from \(v-u\) (see more details in Section 5.3). From
Figure 1(b) to 1(c), \(b-a\) replaces \(x-a\) and \(c-z\) replaces \(a-z\). In addition
to replacement, a pair of facets can also be **buried** if it does not
support any facet but it is visible by another point. From Figure 1(c)
to 1(d), \(w-b\) and \(b-a\) are buried since they do not support a facet and
are both visible from \(c\). Indeed, our approach achieves better par-
allelism because we distinguish the “true” dependences (support
from the “false” ones (buried). Therefore, we can show that each
facet only depends on (is supported by) at most two other facets.
More details about the example in Figure 1 are given in Section 5.3.

More generally, we show that for a dependence graph built based
on support sets, as long as each object has a constant-size support
set, the longest dependence path is logarithmic with high probabil-
ity. This indicates that the randomized incremental algorithm for
convex hull in \(d\)-dimensions (and other related problems), when
considering the iterations of the algorithm and the dependence
structure among the facets, the depth of dependences for \(n\) points
is only \(O(\log n)\) with high probability for a constant dimension \(d\).
We formally introduce the relevant concepts about support sets in
Section 3 and 4, and our convex hull algorithm in Section 5.

We note that the proposed approach based on support sets in
this paper are also useful in several other applications, which we
briefly discuss in Section 7.
In summary, the main result of the paper is to prove the following theorem, which states that the depth of dependences of the randomized incremental convex hull construction is shallow.

**Theorem 1.1 (Main Theorem).** The configuration dependence graph (defined in Section 4) of incremental convex hull with n points in constant dimensions has depth O(log n) whp.

This result directly leads to a very simple d-dimensional parallel incremental convex hull algorithm (Section 5.2), which is work-efficient with polylogarithmic span (see Theorem 5.4 and 5.5). Our algorithm does exactly the same set of plane-side (visibility) tests, and inserts exactly the same facets along the way as that of the sequential algorithm. The only difference is in allowing these tests and updates to run in a more relaxed order, which provides better parallelism. There exists other algorithms for parallel convex hull in the literature that are work-efficient and have better span (e.g., [5, 8]), although they are not based on the incremental approach. We also believe that our algorithm is simpler compared to existing work, and can lead to an efficient parallel implementation in practice.

**Preliminaries.** We use the work-span model to analyze algorithms, where the work W is defined to be the number of operations used and the span S is defined to be the length of the critical path in the computation [45]. Our algorithms can run on the PRAM as well as the nested parallel (fork-join) model. On P processors, the running time is O(W/P + S) [22]. For the CRCW PRAM model, we assume concurrent reads and concurrent writes are supported in unit work. For concurrent writes to the same memory location, we assume an arbitrary write succeeds (arbitrary-CRCW PRAM). Most of the discussion will assume the CRCW PRAM model, but in Appendix A, we also show analysis of our algorithm in the binary-forking model [13], where a computation starts with an initial thread and each thread can call a Fork instruction to create a child task (thread), which is asynchronous and can run in parallel. We use the term O(f(n)) with high probability (whp) in n to indicate the bound O(kf(n)) holds with probability at least 1 − 1/n^k for any k ≥ 1. In asymptotic analysis we assume the dimension d is a constant.

**2 RELATED WORK**

There has been significant interest in designing parallel algorithms for finding convex hulls over the past decades. Starting in the mid-80s, several PRAM algorithms for 2D convex hull were developed that are optimal in work and have polylogarithmic span [7–9, 49]. Also, at around the same time various algorithms for 3D convex hulls were developed that were within polylogarithmic factors of optimal in work, and had polylogarithmic span [6, 7, 26, 31]. Reif and Sen [52] developed the first work-optimal PRAM algorithm for 3D convex hull, and it also had optimal logarithmic span. This was later generalized to arbitrary constant dimension by Amato, Goodrich, and Ramos [5]. Both of these results are based on ideas from Clarkson and Shor [28]. They are, however, not based on the incremental method but instead based on divide-and-conquer with sampling. The idea is to take a sample of points, build a convex hull on the sample using a more naive approach, and then bucket the remaining points by the facets that are visible from each, and process each bucket in parallel. The algorithms and their analyses, however, are relatively complicated. Gupta and Sen [42] later used the parallel divide-and-conquer approach to develop output-sensitive algorithms for convex hull.

Recent work by Alistarh et al. [3, 4] have used the parallelism guarantees of incremental algorithms to derive strong bounds for the corresponding algorithms using relaxed schedulers.

**3 MODEL**

We use the definition of configuration space from Mulmuley [32, 50] since we believe it is simpler and more general than Clarkson and Shor’s original presentation [28].

A configuration space consists of a set of objects X, and a set of configurations Π ⊆ 2^X × 2^X. Each configuration (D, C) ∈ Π consists of a defining set D ⊆ X and a conflict set C ⊆ X \ D. For π ∈ Π, we use D(π) and C(π) to indicate its defining and conflicting sets, respectively. For Φ ⊆ Π, we use D(Φ) and C(Φ) to represent the union of their defining sets and the union of their conflicting sets, respectively.

The maximum degree of a configuration space is defined as max{∥D(π)∥ : π ∈ Π}, and, as is standard, we assume that the maximum degree is given by a constant g. We also limit the number of configurations with the same defining set by a constant c, which we refer to as the multiplicity.

A configuration π is said to be active with respect to Y ⊆ X if Y includes all of its defining set but none of its conflict set. A set of configurations is active if all configurations in the set are active. The active configurations of Y, T(Y), are defined as follows:

\[ T(Y) = \{ π ∈ Π \mid (D(π) ⊆ Y) ∧ (C(π) ∩ Y = ∅) \} \]

As an example of a configuration space, X could be a set of points in two dimensions, along with a configuration for each possible triangle (triple of points) in X. A configuration has the three corners of the triangle as its defining set and the points in the triangle’s circumcircle as the conflicting set. The active configurations for any subset of points Y ⊆ X is then the Delaunay triangulation of S—i.e., all triangles on Y with no other point from Y in their circumcircle.

It has multiplicity one. Table 1 summarizes the notation used in this paper and shows the mapping from configuration spaces to their concrete use for convex hulls (described in Section 5).

Based on the definition of configuration spaces, we have Clarkson and Shor’s theorem bounding the expected total number of conflicts in an incremental algorithm that adds one object at a time.

**Theorem 3.1 (Total Conflict Size [28]).** Consider a configuration space (X, Π) with maximum degree g. Let x1, . . . , xn be the elements of X (or a subset of them) in a uniformly random order, and \( T = \bigcup_{i=1}^{n} T(\{x_1, \ldots, x_i\}) \), then:

\[ E \left[ \sum_{π ∈ T} |C(π)| \right] \leq ng^2 \sum_{i=1}^{n} E[|T(\{x_1, \ldots, x_i\})|] \cdot \frac{1}{i^2}. \]

In Theorem 3.1, T represents all the configurations that are created, and since for most incremental algorithms the work is proportional to the number of conflicts across the configurations created, the theorem can often be used to bound the total expected work for such algorithms. For Delaunay triangulation, for example, \(|T(\{x_1, \ldots, x_i\})| \in O(i)\) so the sum gives \(O(n \log n)\), which is indeed the expected work for the incremental algorithm.
We now extend the previous definition with some additional definitions needed to bound the depth of dependences.

**Definition 3.2 (Support Set).** For a configuration space \( (X, \Pi) \), consider a configuration \( \pi \in \Pi \) and one of its defining objects \( x \in D(\pi) \). We say that \( \Phi \subseteq \Pi \) is a support set for \((\pi, x)\) if \((1) D(\pi) \subseteq D(\Phi) \cup \{x\} \), and \((2) C(\pi) \cup \{x\} \subseteq C(\Phi)\).

This definition implies that if a support set \( \Phi \) for \((\pi, x)\) is active with respect to any set of objects \( Y \) (i.e., \( \Phi \subseteq T(Y) \)) then by adding \( x \), the configuration \( \pi \) will become active (i.e., \( \pi \in T(Y \cup \{x\}) \)). This is because by \((1)\), adding \( x \) will define \( \pi \), and by \((2)\), nothing conflicts with \( \pi \) that does not conflict with \( \Phi \). Furthermore, it implies that adding \( x \) will destroy at least one object in \( \Phi \) since \( x \) is in the conflict set of \( \Phi \). Importantly, this is all true without having to know about any other active configurations or objects.

**Definition 3.3 (k-support).** We say a configuration space has \( k\)-support if for all sufficiently large \( Y \subseteq X \), and for every configuration \( \pi \in T(Y) \) and all of its defining objects \( x \in D(\pi) \), there is a support set for \((\pi, x)\) in \( T(Y \cup \{x\}) \) of size at most \( k \). By sufficiently large we mean \( |Y| \geq n_b \) for some constant \( n_b \), and we refer to \( n_b \) as the base size.

Having small support sets is important since it means that adding a configuration involving a new object depends on only at most \( k \) previous configurations. As we will see, this leads to shallow dependence depth. We will assume that for every \( Y, \pi \), and \( x \), there is exactly one support set of size at most \( k \). If there is more than one, then we can choose one arbitrarily.

## 4 THE CONFIGURATION DEPENDENCE GRAPH

In this section, we show that the configuration space defined in Section 3 has shallow depth. We are interested in the process of incrementally adding objects in some sequential order and analyzing the dependence graph defined by this ordering. Each step will add some configurations and delete some (those that conflict with the new object). Here, we only care about the configurations added as we are interested in an upper bound on the depth. Let \( S = \{x_1, \ldots, x_n\} \) be an ordering of \( X \). For any \( Y \subseteq X \), we will use \( \min_S(Y) \) and \( \max_S(Y) \) to indicate the minimum and maximum element in \( Y \), respectively, based on the ordering \( S \), and we drop the subscript when clear from the context.

**Definition 4.1 (Configuration Dependence Graph).** For a configuration space \((X, \Pi)\) with \( k\)-support and base size \( n_b \), and a sequence of distinct objects \( S = \{x_1, \ldots, x_n\} \subseteq X^* \), let

\[
V_i = T(\{x_1, \ldots, x_i\}) \setminus T(\{x_1, \ldots, x_{i-1}\}),
\]

i.e., the configurations added on step \( i \). The **configuration dependence graph** \( G(S) \) for \( S \) assigns a vertex to each configuration in \( V = \bigcup_{i=1}^n V_i \), and edges to each configuration \( \pi \in V_i \) for \( i > n_b \) from the (up to \( k \)) configurations in \( T(\{x_1, \ldots, x_{i-1}\}) \) that support \((\pi, x_i)\).

The important property here is that we can add a configuration once its (up to \( k \)) configurations from its predecessors in the configuration dependence graph have been added, regardless of what other configurations have been added. We use \( D(G) \) to indicate the depth of the configuration dependence graph \( G \). We are interested in the distribution of dependence graphs considering that all orderings of \( x_1, \ldots, x_n \) are equally likely.

<table>
<thead>
<tr>
<th>Notation</th>
<th>General Definition</th>
<th>For ( d)-dimensional Convex Hull</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d)</td>
<td>–</td>
<td>The dimension, which we assume is a constant</td>
</tr>
<tr>
<td>(X)</td>
<td>The set of objects</td>
<td>The set of input points</td>
</tr>
<tr>
<td>(Y)</td>
<td>A subset of (X)</td>
<td>A subset of input points</td>
</tr>
<tr>
<td>(S)</td>
<td>An ordered sequence of a set of objects</td>
<td>A permutation of input points</td>
</tr>
<tr>
<td>(\Pi \subseteq 2^X \times 2^X)</td>
<td>The set of configurations</td>
<td>All possible facets</td>
</tr>
<tr>
<td>(\pi = (C, D), \pi \in \Pi)</td>
<td>A configuration (\pi) consists of a defining set (D) and a conflict set (C)</td>
<td>A facet, i.e., an oriented simplex (hyperplane)</td>
</tr>
<tr>
<td>(D(\pi), \pi \in \Pi)</td>
<td>The defining set for a configuration (\pi)</td>
<td>(d) points defining the facet (\pi) (assuming non-degeneracy)</td>
</tr>
<tr>
<td>(C(\pi), \pi \in \Pi)</td>
<td>The conflict set for a configuration (\pi)</td>
<td>All points visible from (\pi)</td>
</tr>
<tr>
<td>(\Phi)</td>
<td>A subset of (\Pi). Usually used for a support set for ((\pi, x), \pi \in \Pi, x \in X)</td>
<td>Two facets (t_1) and (t_2) sharing a ridge (r), where (r) is also a ridge of (\pi \times x); see Fact 5.2</td>
</tr>
<tr>
<td>(D(\Phi), \Phi \subseteq \Pi)</td>
<td>The union of the defining sets for a set of configurations (\Phi)</td>
<td>All points on all facets in (\Phi)</td>
</tr>
<tr>
<td>(C(\Phi), \Phi \subseteq \Pi)</td>
<td>The union of the conflict sets for a set of configurations (\Phi)</td>
<td>All points visible from any facet in (\Phi)</td>
</tr>
<tr>
<td>(T(Y), Y \subseteq X)</td>
<td>The active configuration set of a set of objects (Y)</td>
<td>A set of facets where none of their defining points are visible from themselves (e.g., the convex hull of (Y)) (points, facets)</td>
</tr>
<tr>
<td>((X, \Pi))</td>
<td>A configuration space</td>
<td>(g = d)</td>
</tr>
<tr>
<td>(g)</td>
<td>The maximum degree of a configuration space</td>
<td>(c = 2), i.e., facing up and down</td>
</tr>
<tr>
<td>(c)</td>
<td>The multiplicity</td>
<td>(k = 2)</td>
</tr>
<tr>
<td>(n_b)</td>
<td>The base size</td>
<td>A graph with dependences among facets based on support sets</td>
</tr>
<tr>
<td>(k)</td>
<td>(\forall \pi \in \Pi, \exists \text{ a support set with size } \leq k)</td>
<td>(k) is also a ridge of (\pi); see Fact 5.2</td>
</tr>
<tr>
<td>(G(S))</td>
<td>The configuration dependence graph</td>
<td>(G(S)) is the depth of graph (G(S))</td>
</tr>
<tr>
<td>(D(G(S)))</td>
<td>The depth of graph (G(S))</td>
<td>Used for facets, i.e., oriented (d)-simplexes</td>
</tr>
<tr>
<td>(t, t', t_1, t_2)</td>
<td>–</td>
<td>Used for ridges, i.e., intersection of two facets</td>
</tr>
<tr>
<td>(r, r')</td>
<td>–</td>
<td>Used for points</td>
</tr>
</tbody>
</table>

**Table 1: The list of notation in this paper.**
Theorem 4.2 (Shallow Dependence). Consider a configuration space \((X, \Pi)\) with maximum degree \(q\), multiplicity \(c\), and \(k\)-support. For any \(Y \subseteq X\), for a random ordering \(S\) of \(Y\), and for all \(\sigma \geq gek^2\):

\[
Pr[D(G(S)) \geq \sigma H_n] < cn^{-(\sigma - g)}
\]

where \(n = |Y|\), and \(H_n = \sum_{i=1}^{n} 1/i\).

Proof. We analyze the depth by considering a single path in \(G(S)\) and then take a union bound over the number of possible paths of a given length.

To analyze the single path, we use backwards analysis [54] by considering removing objects one at a time, each selected at random among the remaining objects. We decrease \(i\) from \(n\) down to \(n_i\). Let \(Y_i\) be the set of objects that remain before step \(i\), and \(\pi_i \in T(Y_i)\) be a particular active configuration on step \(i\), which we will track as described below and is on the path that we are considering. We start with \(i = n\), \(Y_n = Y\), and with an arbitrary \(\pi_n \in T(Y)\)—we account for all such \(\pi_n\) later in the union bound. On step \(i\), we pick a random object \(x_i\) from \(Y_i\) to remove. If \(x_i \in D(\pi_i)\), then it must be that \(\pi_i\) is removed on step \(i\). In this case, we arbitrarily choose one of the (up to \(k\)) configurations that \((\pi_i, x_i)\) has in its support set in \(T(Y_{i-1})\), i.e., one of the configurations that it depends on, and make it \(\pi_{i-1}\).

We account for the up to \(k\) configurations in the union bounds given below. Picking \(\pi_{i-1}\) extends the dependence path by one. If \(x_i \notin D(\pi_i)\), then \(\pi_i\) is not removed and so we keep it by setting \(\pi_{i-1} = \pi_i\), and the dependence path is not extended. The probability of the event \(x_i \in D(\pi_i)\) is at most \(g/i\), since \(|D(\pi_i)| \leq g\) and \(x_i\) is chosen at random from \(i\) objects. Therefore, on each backwards step \(i\), the dependence path is extended by one with probability at most \(g/i\), and otherwise stays the same.

We analyze a tail bound on the length of the single path. Let \(X_i\) be a random variable indicating \(x_i \in \pi_i\) (i.e., \(x_i\) was removed on step \(i\)), and \(L\) be a random variable corresponding to the length of the path. We therefore have that \(\mathbb{E}(L) \leq \sum_{i=1}^{\infty} \mathbb{E}(X_i) \leq \sum_{i=1}^{\infty} \min(1, g/i) \leq gH_n\). Although the \(X_i\) may not be independent\(^1\), the upper bounds \((g/i)\) on the probability of each event is independent of the previous events. This is because we always independently remove a random object from the remaining objects, and \(g\) is an upper bound on the degree of any configuration \(\pi\). Let \(L\) be a random variable that is a sum of \(n\) independent indicator random variables with probabilities \(\min(1, g/i)\), \(1 \leq i \leq n\) of being \(1\). We have that \(Pr[L \geq A] \leq Pr[L \geq A] \geq 1\) since the conditional probabilities of the events that make up \(L\) are at most the exact probabilities making up \(\tilde{L}\). Using a Chernoff bound\(^2\) for a sum \(Z\) of independent indicator random variables we have that:

\[
Pr[Z \geq A] < \left(\frac{eE(Z)}{A}\right)^A
\]

which gives,

\[
Pr[L \geq A] \leq Pr[\tilde{L} \geq A] < \left(\frac{egH_n}{A}\right)^A.
\]

This gives us the probability that our one path has length at least \(A\).

We now consider the number of such paths and apply a union bound. Recall that \(c\) is the multiplicity, which is the number of configurations that can be defined by the same defining set. There are at most \(cn^g\) possible configurations in \(T(Y)\), since each defining set contains \(g\) objects and each defining set can define at most \(c\) configurations. For each path ending at any of these configurations, at each configuration we arbitrarily picked one of the at most \(k\) configurations that support it. Hence there are at most \(k\) paths of length \(l\) per configuration, for a total of \(cn^gk^l\) possible paths of length \(l\). We are interested in the probability that some path is at least \(\sigma H_n\), for \(\sigma \geq gek^2\). Using a union bound, we can upper bound this probability by taking the product of the number of possible paths of length \(l = \sigma H_n\), and the probability that such a path appears. Note that any longer path must have a length \(l\) path as a prefix, so we need not consider the longer paths. This probability is bounded by \(Pr[L \geq A]\) given above with \(A = \sigma H_n\). This gives:

\[
Pr[D(G) > \sigma H_n] \leq cn^gk^\sigma H_n \cdot Pr[L \geq \sigma H_n] < cn^gk^\sigma \frac{egH_n}{\sigma H_n} \sigma H_n = cn^g \left(\frac{kge}{\sigma}\right)^\sigma H_n \leq cn^g \left(\frac{1}{e}\right)^{(\ln n)/\sigma} = cn^{-(\sigma - g)}.
\]

This leads to Algorithm 1 for executing a parallel incremental algorithm based on its configuration space. As given, this algorithm is under-specified since it does not describe how to find the support sets and what they support, but we will see a concrete implementation for convex hull in the next section.

Theorem 4.3. For a dependence graph \(G\) with depth \(D(G)\), the maximum recursion depth of Algorithm 1 is \(D(G)\).

Proof. We only make recursive calls on Line 13 when we have enabled a configuration \(S\), meaning that all of its predecessors in the configuration dependence graph have already been executed. Therefore, a recursive call corresponds to descending one level in

---

Algorithm 1: Generic Parallel Incremental Algorithm

**Input:** An set of objects \(X = \{x_1, \ldots, x_n\}\) with an ordering \(S\) on it.

**Output:** \((T(X), \sigma\), the active configuration of all objects in \(X\).

**Maintains:** \(T = \) current set of configurations.

1. function \(\text{ParallelIncremental}(X = \{x_1, \ldots, x_n\}, S)\)
2. \(\sigma \leftarrow T((\{x_1, \ldots, x_n\}, S))\)
3. \(\Psi \leftarrow \{\Phi \subseteq T \mid \Phi \text{ is support set for any } (\pi, x), |\Phi| \leq k\}\)
4. parallel foreach \(\Phi \in \Psi\) do \(\text{AddConfiguration}(\Phi, S)\)
5. return \(T\)

6. function \(\text{AddConfiguration}(\Phi, S)\)
7. \(x \leftarrow \min_S(C(\Phi))\)
8. if \(\Phi\) supports \((\pi, x)\) for some \(\pi\) then
9. \(C(\pi) \leftarrow \{x' \in C(\Phi) \mid \text{conflicts}(x', \pi)\}\)
10. \(T'' \leftarrow (T \cup \{\pi\}) \setminus \{\pi' \in T \mid x \in C(\pi')\}\)
11. \(\Psi' \leftarrow \{\Phi' \subseteq T'' \mid \Phi' \text{ is support set for any } (\pi', x), \pi' \in \Phi', |\Phi'| \leq k\}\)
12. parallel foreach \(\Phi' \in \Psi\) do \(\text{AddConfiguration}(\Phi', S)\)
13. return \(T''\)
the dependence graph. The depth of the dependence graph is \(O(d; G)\), and thus the theorem follows.

The algorithm is presented in a nested-parallel style but can be executed on a PRAM by processing the configuration dependence graph level-by-level, each level in parallel.

**Relationship to History Graphs.** We note that the configuration dependence graph is similar to a history [50] or an influence graph [19, 20] and used as a search structure to find conflicting configurations for an object. For example, for trapezoidal decomposition, an influence graph can be used for locating a point in its corresponding trapezoid. Mulmuley proved that such a search path has \(O(\log n)\) length whp [50, Lemma 3.1.5]. However, an important point is that this does not by itself imply that the configuration dependence graph has \(O(\log n)\) depth whp since there can be paths in the configuration dependence graph that do not correspond to any search path for an object. Mulmuley’s proof relies on every configuration depending on a single previous configuration, which is true for a search path.

Indeed, our results do not show that the configuration dependence graphs for trapezoidal decompositions have logarithmic depth since the configuration spaces for trapezoidal decompositions do not have constant support. Adding a line segment can combine two facets of the same orientation. A facet is incident on an open half-space defined by the facet. A ridge is incident on exactly two facets sharing a ridge. A facet is incident on exactly two facets of the same orientation. A facet is incident on \(d\) ridges.

To model \(d\)-dimensional convex hulls in general position as a configuration space, the objects \(X\) are the set of input points and each configuration corresponds to a possible facet. In particular, every subset of \(d\) points defines two facets, one oriented up and one oriented down. The configuration corresponding to a facet will conflict with points visible from that facet. The two configurations will therefore have complementary conflict sets (except for the defining points, which are in neither conflict set). The configuration space has maximum degree \(d\) and multiplicity 2.

When adding a point \(p\) to a convex hull (or the corresponding configuration space), we remove all facets visible from \(p\). These facets are contiguous (reachable by shared ridges) and the region that is removed leaves a simply connected boundary of ridges. The new convex hull with \(p\) is then the old hull with the visible facets removed, and a new facet from each ridge to \(p\). This leads to the standard incremental algorithm for convex hulls given by Algorithm 2, which requires \(O(n^{d/2} + n \log n)\) visibility tests in expectation, and \(O(n^{d/2} + n \log n)\) work when using appropriate data structures [32, 50, 53].

**Theorem 5.1 (Convex Hull Support).** The configuration space of convex hulls in \(d\) dimensions has \(2\)-support with base size \(d + 1\), and with support sets that always consist of two facets sharing a ridge.

**Algorithm 2: Sequential Incremental Convex Hull**

**Input:** A sequence \(V = \{v_1, \ldots, v_n\}\) of points in \(\mathbb{R}^d\).

**Output:** The convex hull of \(V\).

**Maintains:**
- \(H = \text{the current set of facets.}\)
- \(C = \text{a map from facets to conflicting (visible) points.}\)
- \(C^{-1} = \text{the inverse map of } C.\)

1. function **ConvexHull**(\(V = \{v_1, \ldots, v_n\}\))
2. \(H \leftarrow \text{the convex hull of } \{v_1, \ldots, v_{d+1}\}\)
3. foreach facet \(t \in H\) do
4. \(C(t) \leftarrow \{v \in V \mid \text{visible}(v, t)\}\)
5. for \(i = d + 2\) to \(n\) do
6. \(\text{Let } R \leftarrow C^{-1}(v_i)\)
7. foreach ridge \(r\) on the boundary of \(R\) do
8. \((t_1, t_2) \leftarrow \text{the two facets incident on } r, \text{ with } t_1\)
9. \(\text{visible from } v_i \text{ and } t_2 \text{ invisible}\)
10. \(t \leftarrow \text{a new facet consisting of } r \text{ and } v_i\)
11. \(C(t) \leftarrow \{v \in C(t_1) \cup C(t_2) \mid \text{visible}(v, t)\}\)
12. \(H = H \cup \{t\}\)
13. \(H = H \setminus R\)
14. return \(H\)

Proof. Consider a set of points \(V_i\) with \(|V_i| \geq d + 1\), and its active configuration \(T(V_i)\) (i.e., its convex hull). We argue that every configuration (simplex) \(t \in T(V_i)\), and every point \(v \in t\) has \(2\)-support. Consider the ridge \(r = t \setminus \{v\}\), which must be present in \(T(V_i \setminus \{v\})\) since adding \(v\) extends each boundary (ridge) of the deleted region with \(V_i\). We claim that the two adjacent facets, \(t_1\) and \(t_2\), of \(r\) in \(T(V_i \setminus \{v\})\) form a support set for \(t, v_i\). In particular, no point in \(V_i\) can conflict with \(t\) (i.e., \(C(t) \cap V_i = \emptyset\)), because if a point is visible from \(t\) it must be visible from either \(t_1\) or \(t_2\). See Figure 2 for an illustration. In the 2D case (Figure 2(a)), based on the geometric relationship, since \(v_i\) is visible from either \(t_1\) or \(t_2\), the visible set of \(v_i\) and \(r\) is a subset of \(C(t_1) \cup C(t_2)\), indicating the \(2\)-support. In higher dimensions, the ridge \(r\) has \(d - 2\) dimensions. When projecting the simplex to the \(2\) dimensions that \(r\) is not defined on (Figure 2(b)), the proof for \(2\)-support is the same as in the 2D case.\(\square\)
Figure 2: Illustration of 2-support for convex hulls. (a) The 2D case from Figure 1. The facet $t$ consisting of $x$ and $v_i$ is supported by $t_1$ and $t_2$, since it is easy to check that $C(t) \cup \{v_i\} \subseteq C(t_1, t_2)$ as $C(t)$ is above the red long dashed line, and $C(t_1, t_2)$ is the green shaded region. Also, clearly $D(t) \subseteq D(t_1, t_2) \cup \{v_i\}$. Similarly, if we consider removing any point from a hull, both removed facets (edges) will have 2-support from facets in the remaining hull (i.e., the two facets sharing the opposite endpoint). (b) A 3D case where ridges are segments and facets are triangles. When rotating the viewpoint so that ridge $r$ is perpendicular to this sheet of paper, the geometric relationship of the conflict sets $C(t), C(t_1), C(t_2)$ is exactly the same as in the 2D case shown in (a). Similarly, the projection of a $d$-dimensional case onto the 2 dimensions that the ridge is not defined on is equivalent to the 2D case, and so the configuration space always has 2-support.

Based on Theorem 5.1, we give the following fact for the support set for the configuration space of convex hulls.

**Fact 5.2.** \{t_1, t_2\} $\subseteq \Pi$ is the support set for (t, x) if and only if (1) $t_1$ and $t_2$ share a ridge with r, and r and x define t; and (2) x is visible from either $t_1$ or $t_2$, and is not visible from the other, with $t$ oriented away from the facet (one of $t_1$ and $t_2$) that x is visible from.

Based on Theorem 5.1 and plugging in $g = d$ into Theorem 4.2, we obtain our main result, Theorem 1.1.

### 5.2 A Parallel Randomized Incremental Convex Hull Algorithm

We now consider a simple parallel variant of the sequential algorithm. It creates the exact same set of facets along the way and runs the exact same set of visibility tests, but in a relaxed order defined by the configuration dependence graph. We first define the **conflict pivot** of a facet $t$ as $b_t = \min_2(C(t))$, i.e., the earliest inserted point in its conflict set (visible from the facet). In fact, the facet $t$ should be removed if the point $b_t$ is being inserted.

To create facets in the order defined by the graph, we need to recognize the facet supported by a support set as soon as the support set is created. Since support sets consist of adjacent facets sharing a ridge, we can identify each potential support set when creating a ridge, which happens when adding a facet. Since two facets define a ridge, the ridge is not ready until the second facet is added.

This simple idea leads to Algorithm 3. As with the sequential algorithm, it first assigns conflict sets for a convex hull on $d + 1$ points. Then, for each pair of adjacent facets and the ridge between them, it makes calls to the recursive function $\text{ProcessRidge}(t_1, r, t_2)$. The function determines if the two facets $t_1$ and $t_2$ sharing a ridge $r$ support a new facet incident on $r$, and if so, creates the facet and recurses on all newly created ridges. This function is only called when both facets of the ridge $r$ have been created. In the parallel setting, the two facets sharing a ridge $r$ may be created at different times, and thus the facet that is created later is responsible for calling $\text{ProcessRidge}$ on $r$. Note that exactly two facets define one ridge. The interaction between the two facets sharing a ridge $r$, although created different times, can be handled by a hash table keyed by the ridges — the first facet that arrives creates the entry in the hash table and leaves its information, and the second one reads the information about the first facet and invokes $\text{ProcessRidge}$ on $r$. If they arrive simultaneously the tie can be broken either way. More details are provided below.

This algorithm starts with an initial convex hull of $n_0 = d + 1$ points. It then calls $\text{ProcessRidge}$ on each possible ridge, which, along with the two facets incident on it, forms a possible support set for some $(x, \pi)$. Consider the four cases of the conditional statement starting on Line 9. In the first case (Line 9), the two facets have no conflicts, and so there is no facet to support. Therefore, there are no points outside of these two facets, and no further action is needed.

In the second case, both facets have the same conflict pivot $p'$ (Line 10). From Fact 5.2, \{t_1, t_2\} is not a support set for a new facet with a point $p'$ since $p'$ is visible from both facets. Thus the point $p'$, which will expand the current convex hull by forming new facets with some other ridges “surrounding” $r$, will remove the ridge $r$. We say that $p'$ buries the ridge $r$ in this case. This case also needs to delete both facets from the convex hull since they will be “covered” by other facets. However, we do not need to further deal with $p'$ since $p'$ will be processed by its support set.

**Algorithm 3: Parallel Incremental Convex Hull**

**Input:** A sequence $V = \{v_1, \ldots, v_n\}$ of points in $\mathbb{R}^d$.

**Output:** The facets on the convex hull of $V$.

**Maintains:**

$H$ = the current set of facets.

$C$ = a map from facets to conflicting (visible) points.

$M$ = a map from ridges to the incident facets.

```
1 function ConvexHull($V = \{v_1, \ldots, v_n\}$)
2     $H \leftarrow \text{the convex hull of } \{v_1, \ldots, v_{d+1}\}$
3     \text{parallel foreach } t \in H \text{ do}
4         $C(t) \leftarrow \{v \in V \mid \text{visible}(v, t)\}$
5     \text{parallel foreach } \{t_1, t_2\} \subseteq H \text{ sharing ridge } r \text{ do}
6         \text{ProcessRidge}$(t_1, r, t_2)$
7     return $H$
8 function ProcessRidge$(t_1, r, t_2)$
9     if $C(t_2) = C(t_1) = \emptyset$ \text{ then return}
10    else if $\min(C(t_2)) = \min(C(t_1))$ then $H \leftarrow H \setminus \{t_1, t_2\}$
11    else if $\min(C(t_2)) < \min(C(t_1))$ then
12        \text{ProcessRidge}$(t_2, r, t_1)$
13    \text{else}
14        $p \leftarrow \min(C(t_1))$
15        \text{join } r \text{ with } p$
16        $C(t) \leftarrow \{v' \in C(t_1) \cup C(t_2) \mid \text{visible}(v', t)\}$
17        $H \leftarrow (H \setminus \{t_1\}) \cup \{t\}$
18     \text{parallel foreach } r' \in \text{boundary of } t \text{ do}
19        if $r = r'$ then \text{ProcessRidge}$(t, r, t_2)$
20    \text{else if } (\neg \text{M.InsertAndSet}(r', t)) \text{ then}
21        \text{InsertAndSet}$(r', t)$
22        \text{ProcessRidge}$(t, r', t')$
```
In the last two cases (which are symmetric), the earliest (in insertion order) point is visible from one facet but not the other, and thus from Fact 5.2, \( \{t_1, t_2\} \) supports a facet. \( \text{WLOG, we assume that the conflict pivot of } t_1 \text{ is earlier than that of } t_2. \) Otherwise, we flip the order and call the function again (Line 12).

When the earliest point \( p \) is visible from just \( t_1 \) (Line 14), the new facet \( t \) will consist of the ridge \( r \) between \( t_1 \) and \( t_2 \) and the conflict pivot \( p \). Based on Fact 5.2 (also as described in the proof of Theorem 5.1), \( \{t, p\} \) is supported by \( \{t_1, t_2\} \). Since \( p \) is the earliest point supported by \( \{t_1, t_2\} \), it can be processed immediately. The algorithm then removes \( t_1 \) from the current hull, and adds a new facet \( t = (p, r) \). We say that \( t \) replaces \( t_1 \) in this case. After that, all new ridges on the new facet, if ready, need to be processed on the next round. By “ready”, we mean that the facets on both sides of this ridge have been added to the hull.

Since facets are added asynchronously, for a ridge \( r \), the facet of the two sides arriving later is responsible for processing the ridge. In particular, the ridge between \( t_1 \) and \( t_2 \) is always ready since \( t_2 \) already exists (Line 19). For the other ridges, we store for each ridge, the first facet incident on it added by the algorithm. The second one that is added can therefore find the information of the first facet and recur on the pair. This can be implemented using a global mapping \( M \). In the pseudocode, the function \( M.\text{InsertAndSet}(r', t) \) checks if the ridge \( r' \) has already been mapped to some value in \( M \), and if so, returns \text{false}. If \( r' \) has not yet been mapped to any facet, it sets the value of \( r' \) to \( t \) and returns \text{true}. When running in parallel, \( \text{InsertAndSet} \) has to be atomic. Note that there can be at most two values (facets) associated with one key (ridge) being inserted into the map. Accordingly, function \( M.\text{GetValue}(r', t) \) returns the value associated with \( r' \) which is not \( t \). When \( \text{InsertAndSet} \) fails, this function call is then responsible for processing \( r' \) with two facets: the new facet \( t \) created by this call, and a facet \( t' \) associated with \( r' \) by previous calls.

On a CRCW PRAM, the mapping \( M \) can be implemented by a dictionary [39], such that all ridges to be processed in the next round can be inserted into \( M \) in \( O(\log^* n) \) span \text{whp}. This requires the algorithm to run in rounds and use synchronization between rounds. For loosely-synchronized models such as the binary-forking model, the mapping \( M \) and the functions \text{InsertAndSet} and \text{GetValue} can be implemented using a parallel hash table with compare-and-swap. We present the algorithm later in this subsection. We note that \( M \) can also be implemented with an even weaker atomic primitive \text{TestAndSet}. We present the algorithm in Appendix A. Using either \text{CompareAndSwap} or \text{TestAndSet}, \text{InsertAndSet} and \text{GetValue} can be implemented in \( O(\log n) \) span \text{whp}.

The algorithm calls \text{ProcessRidge} exactly once for every triple \( t_1, r, t_2 \), where \( r \) is a ridge and \( t_1 \) and \( t_2 \) are the two facets defining \( r \). This is because each ridge is defined by exactly two facets, and the second facet to be added will always make the call. After that, the ridge will either be finalized (Line 9) or disappear because at least one of the facet is buried (Line 10) or replaced (from Line 17). Furthermore, \text{ProcessRidge} never blocks—if it is the first to arrive on a ridge, it returns and lets the other facet handle the ridge.

**Theorem 5.3 (Recursion Depth).** Algorithm 3 has recursion depth \( O(\log n) \) \text{whp}.

**Proof.** Apply Theorem 4.3 with \( D(G) = O(\log n) \) \text{whp}. \( \Box \)

We note that assuming a constant dimension, the base case cost \( n_b = d + 1 \) is also a constant) and the visibility check also only take constant work. With the recursion depth bounded by \( O(\log n) \) \text{whp}, we can show that the algorithm is work-efficient with polylogarithmic span in various parallel models.

**Theorem 5.4 (Cost of Convex Hull Algorithm).** Algorithm 3 runs in \( O(n^{d/2} + n \log n) \) expected work and \( O(\log n \log^* n) \) span \text{whp} on a CRCW PRAM.

**Proof.** The visibility tests performed in the parallel algorithm all correspond to a visibility test that would have been performed by the sequential algorithm. Therefore, the expected number of visibility tests is \( O(n^{d/2} + n \log n) \) and can be implemented in the same expected work (note that some sequential visibility tests are skipped in the parallel case due to buried ridges). We can maintain the data structures \( H, M, \) and \( C \) using parallel hash tables which support insertions, deletions, and finds in linear work and \( O(\log^* n) \) span \text{whp} [39]. All other work can be charged to visibility tests that would have occurred in the sequential algorithm. Therefore, the total expected work is \( O(n^{d/2} + n \log n) \).

For the span, the number of levels of recursion is \( O(\log n) \) \text{whp} by Theorem 4.3. We run the algorithm in rounds and fully synchronize between rounds. We now argue that each round (each call to a \text{ProcessRidge} ignoring recursion) can be implemented in \( O(\log^* n) \) span \text{whp}. As mentioned above, updating the hash tables takes \( O(\log n) \) span \text{whp}. Finding the minimum of a set (Lines 10, 12, and 14) takes \( O(1) \) span \text{whp} [60]. Load balancing, and filtering the points that are visible (Line 16) can be done with approximate compaction in \( O(\log^* n) \) span [41]. Therefore, including recursive calls, the overall span is \( O(\log n \log^* n) \) \text{whp}. The initial convex hull (Line 2) can be found sequentially in constant work. \( \Box \)

This algorithm can be easily applied to other parallel models, such as models based on fork-join parallelism, and thus requiring no synchronization between rounds. In this case, to support \text{InsertAndSet}, some atomic primitive, such as \text{TestAndSet} or \text{CompareAndSwap}, is needed. In the following discussion, we consider the binary-forking model [13]. In this setting, tasks can fork one child task and continue its own computation in parallel. Tasks can be forked recursively and executed asynchronously. Furthermore, the atomic \text{TestAndSet} instruction is allowed as a primitive for threads to reach consensus. This model is a fundamental model for parallelism and has been widely used in analyzing parallel algorithms [1, 2, 11, 12, 15, 16, 29, 30, 33], and are also supported by programming systems such as Cilk [37], the Java fork-join framework [46], X10 [25], Habanero [23], TBB [44], and TPL [57]. In our algorithm, when the more powerful primitive \text{CompareAndSwap} is supported, we have a simpler implementation for \text{InsertAndSet}. For simplicity, we briefly show the algorithm using \text{CompareAndSwap} later in this subsection, and leave the full algorithm using the weaker \text{TestAndSet} in Appendix A. In both settings, \text{InsertAndSet} and \text{GetValue} take \( O(\log n) \) work and span \text{whp}. In addition, in each function call to \text{ProcessRidge}, the span for combining the conflict sets and finding the minimum of the set is \( O(\log n) \). In total, the algorithm has optimal expected work and \( O(\log^* n) \) span \text{whp}, which leads to the following theorem.
We use Figure 1 as an example to show how our parallel algorithm will call \( u \rightarrow v \rightarrow w \rightarrow x \rightarrow y \rightarrow z \rightarrow t \), suppose we add points \( a, b \) and \( c \) to the hull in lexicographical order. The algorithm will call \textsc{ProcessRidge} for the current support sets, which are all “corners” consisting of two edges incident on a point. Following the algorithm, when processing a corner, each of the two edges first finds its conflict pivot. In particular, \( w \rightarrow v \) sees \( c \) as its conflict pivot, but \( v \rightarrow u \) does not. This falls into case 4 of the algorithm (starting from Line 14), where \( v \rightarrow c \) is added to the hull, and \( v \rightarrow w \) is replaced by \( v \rightarrow c \). Similarly, \( w \rightarrow x \) is replaced by \( w \rightarrow b \), \( x \rightarrow y \) is replaced by \( x \rightarrow a \), and \( y \rightarrow z \) is replaced by \( y \rightarrow z \). All these replacements can be processed in parallel. These edges being replaced are colored in grey in Figure 1(b), and the algorithm returns.

Proceeding to the next round, each newly-added corner will be processed.

**Algorithm 4: \textsc{InsertAndSet} and \textsc{GetValue} on a multimap \( M \)**

**\textsc{InsertAndSet}(r, t)**

\textbf{Input:} A ridge \( r \) and a facet \( t \).

\textbf{Maintains:}

A map \( R \) as a hash table from keys as ridges and values as pointers to ridge-facet pairs. \( R \) uses linear probing for conflicts. Assume the hash function for \( R \) is \( f_R \), which hashes a ridge \( r \) to an index in the range \( [0, \ldots, |R| - 1] \).

\textbf{Output:} If \( r \in M \), return false. Otherwise return true and map key \( r \) to value \( t \) in \( M \).

1. \( i \leftarrow f_R(r) \) \quad // get the starting index
2. \textbf{while} \( \neg \text{\textsc{CompareAndSwap}}(R[i], \text{Null}, (r, t)) \) \textbf{do}
3. \quad \textbf{if} the key stored at \( R[i] \) is \( t \) \textbf{then}
4. \quad \quad \textbf{return} \text{false}
5. \quad \textbf{if} \quad i \equiv (i + 1) \mathrm{Mod} M \text{size}
6. \quad \textbf{return} \text{true}

\textbf{GetValue}(r, t)

\textbf{Input:} A ridge \( r \) and a facet \( t \).

\textbf{Output:} A value \( t' \) associated with \( r \) in \( M \) which is not \( t \).

1. \( i \leftarrow f_R(r) \) \quad // get the starting index
2. \textbf{while} \( R[i].key \neq r \) \textbf{do}
3. \quad \( i \leftarrow (i + 1) \mathrm{Mod} M \text{size}
4. \textbf{return} \text{the value in} \( R[i] \)

**Figure 3: Example of the conflict set for the corner configuration \( \{p_m, p_l, p_r\} \) with corner point \( p_m \).** The figure represents the plane of the facet (a pentagon) containing the corner. The shaded region and the dark lines conflict with the configuration, but the dashed lines and white space do not.

On this round (Figure 1(b) to 1(c)), the corners at \( c \) and \( b \) cannot be processed since the other side of the corner is not ready. The corner \( x \rightarrow a \rightarrow z \) can be processed since both of its edges have been added, and the conflict pivot is \( b \rightarrow b-a \) is added. Similarly, the corner \( a \rightarrow z \rightarrow t \) can be processed since both of its edges have been added, and the conflict pivot is \( c \rightarrow c-z \) is added. As a result, \( x \rightarrow a \) and \( a \rightarrow z \) are replaced by \( b \rightarrow a \) and \( c \rightarrow z \), respectively, and in parallel. On the next round (Figure 1(c) to 1(d)), the corners \( w \rightarrow b \) and \( w \rightarrow a \) are ready. For \( w \rightarrow b-a \), both of the edges \( w \rightarrow b \) and \( b \rightarrow a \) see \( c \) as their conflict pivot, and so it falls into case 2 of the algorithm (Line 10), which directly buries \( w \rightarrow b \) and \( b \rightarrow a \) from the convex hull and returns. For \( v \rightarrow c \), the conflict set of the two edges are both empty, which is case 1 of the algorithm (Line 9). This means that these edges are finalized and the algorithm returns.
### 6 CONVEX HULLS WITH DEGENERACY

Here we describe how to use configuration spaces with constant support for 3D convex hulls with degenerate points, i.e., four or more lie on a plane or three or more lie on a line. The idea that we use is based on the description by Berg et. al. [32]. As before, the set of objects $X$ is a set of points. When four or more points are degenerate, the facets need not be triangles and instead can be arbitrary convex polygons. We therefore cannot use the points on a facet to define configurations since in general they do not have constant maximum degree. Instead, we define the configurations in terms of the corners of possible facets on the convex hull. In particular, $\Pi$ consists of six configurations for each non-collinear triple of points in $X$. The six configurations correspond to each one of the three points being the “corner”, and for each such corner, one for each side of the plane defined by the three points. As with the non-degenerate case, a configuration conflicts with all points above its plane for the appropriate side. If we label the corner point as $p_m$ and the other two points as $p_l$ and $p_r$, the configuration also conflicts with all points on the plane defined by the three points that are visible from the outside (strict) of either of the two lines $pm\cdot pl$ or $pm\cdot pr$, as well as points on the lines starting from $pr$ or $pl$ in the direction away from $pm$. Figure 3 illustrates an example. We call this the corner configuration space. We note that for points that are collinear along a facet edge, only the outermost two along the line define the hull and are part of any corner. Similarly, points on a facet but not on its boundary do not define the convex hull.

**Lemma 6.1.** For a corner configuration space $(X, \Pi)$ and $Y \subseteq X$, $T(Y)$ includes one configuration for each corner of the 3D convex hull of $Y$.

**Proof.** We will show that a configuration is in $T(Y)$ if and only if it is a corner of the convex hull of $Y$. Consider a corner $\pi = pr\cdot pm\cdot pl$ with $pr\cdot pm\cdot pl \in Y$. No point above the plane defined by $\pi$ is in $Y$, and also no point will be on the facet plane and outside either of the two lines $pm\cdot pl$ or $pm\cdot pr$ (e.g., the shaded region in Figure 3), or on those lines starting from $pr$ or $pl$ in the direction away from $pm$. Figure 3 illustrates an example. We call this the corner configuration space. We note that for points that are collinear along a facet edge, only the outermost two along the line define the hull and are part of any corner. Similarly, points on a facet but not on its boundary do not define the convex hull.

**Lemma 6.2.** The corner configuration space $(X, \Pi)$ has 4-support.

**Proof.** Consider a configuration $\pi$ and a point $x \in D(\pi)$. First, consider $x$ as the corner point and call the other two points $y$ and $z$. Adding $x$ will remove a ridge incident on each of $y$ and $z$. This is possibly, but not necessarily, a ridge joining them. Consider the ridge $y\cdot y'$ from $y$ (as mentioned it is possible that $y' = z$, although this is not necessary). This ridge $y\cdot y'$ will be involved in two corners with $y$ as the corner point, each corresponding to one of the two facets incident on $y\cdot y'$. Similarly, we can find two such corners for $z$. We will then show that $(\pi, x)$ is supported by those at most four corners.

One case is that $x, y, z$ define a different plane than those defined by any of the four corners (the non-degenerate case). In this case, the ridge incident on $y$ and $z$ is the same ridge, and the conflict set of $\pi$ is included in the two half-spaces defined by the ridge and hence included in the conflict sets for the four corners. In fact using just two corners, one from each plane, would suffice.

The other case is when we are adding $x$ to a facet that already contains at least 3 points (the degenerate case). This corresponds to adding a point to a 2D convex hull in the plane of the facet. Considering other points in this plane, the new corner is supported by the two corners in the plane with $y$ and $z$ as their corner points (as would be the case in a 2D convex hull). Considering points not on the plane, the new corner is supported by the other two corners—i.e., the ones with $y$ and $z$ as their corner points but not in the plane containing $x, y$, and $z$.

Now we consider $x$ when it is not the corner point of $\pi$. In this case, $(\pi, x)$ has support. In particular, without loss of generality, let $y$ be the corner point of $\pi$. Then, $y$ will have one ridge incident on it removed by $x$. This ridge is defined by two facets, each of which contains a corner configuration with corner point $y$. $(\pi, x)$ will be supported by just these two corners.

In all of the above cases, the corner configuration is supported by at most four corners.

With Lemmas 6.1 and 6.2, we know that Theorem 5.3 still holds for inputs with degenerate points. With some minor changes to our CRCW PRAM algorithm (accounting for up to 4 conflicts instead of 2), Theorem 5.4 also holds.

### 7 OTHER CONFIGURATION SPACES WITH k-SUPPORT

We now discuss some other uses of configuration space with $k$-support. First, we mention that there is another formulation of convex hull. Here we describe the version for points in general position. The objects are points, but the configurations correspond to ridges of the convex hull with their two neighboring facets. Each such configuration can be defined by $d + 1$ objects: the $d - 1$ points on the ridge and the two points sharing facets with the ridge. Every set of $d + 1$ points define up to $\binom{d + 1}{d - 1}$ configurations, since subsets of size $d - 1$ will specify the ridge. It therefore has constant multiplicity for constant dimension. The conflict set of a configuration is all the points visible from either of its facets. The configuration space has 2-support. Both of the points not on the shared ridge have support of size one. In particular, the support for $(\pi, x)$ will consist of a configuration with the same opposite facet, along with the previous facet sharing the ridge. The points on the shared ridge
have support sets of size two. In particular, the support consists of the two configurations, each consisting of an opposite ridge to \( x \) (there are two such ridges), the facet on the other side of that ridge, and the facet previously sharing the opposite ridge.

This formulation has the property that adding a facet deletes all of its support set. This makes it easier to apply Theorem 3.1 to determine the total work of the algorithm (all conflicts on a configuration are examined once and then the configuration is removed). The corresponding algorithm, however, is more complicated.

By duality, we can use convex hulls to find the intersection of a set of intersecting half-spaces in \( d \) dimensions. However, it is also helpful to consider a direct formulation. In this case, the objects are the half-spaces, and the configurations are intersections of \( d \) half-spaces, which define a point. A configuration conflicts with a half-space if it is not contained in the half-space. As with convex hulls, such configurations have 2-support. In particular, for a configuration (point) \( \pi \) and object (half-space) \( x \in D(\pi) \), the half-space \( x \) when added will cut a 1-dimensional edge between two existing points. Those two points support \( (\pi, x) \) since any half-space that conflicts with \( x \) must conflict with at least one of those points. Boundaries can be handled by using configurations with \( d - 1 \) half-spaces and a direction along the shared edge signifying infinity along the shared edge in that direction.

Finally, we consider the problem of finding the intersection of a set of unit circles [28]. In this case, the objects are the circles and the configurations are arcs defined by intersecting either two or three circles. For two circles, there are two arcs that bound the intersection of the circles, and for three circles there are three. The multiplicity is therefore bounded by three. An arc conflicts with any circle that overlaps with it but does not fully contain it. This configuration space has 2-support. Consider an arc \( \pi \) defined by three circles. If \( x \) is the circle on which the arc is a boundary, then \( (\pi, x) \) has a support of size two consisting of the two arcs that are cut at the ends of \( \pi \) by adding \( x \). If \( x \) is one of the other circles, then \( (\pi, x) \) has a singleton support set on the one side for the arc being cut. Similarly, if the arc is defined by two circles, it has a support set of size one for the arc on the other circle being cut.

8 CONCLUSION

We showed that the randomized incremental convex hull algorithm is inherently parallel with \( O(\log n) \) dependence depth. Based on this, we have presented a simple work-efficient polylogarithmic-span algorithm for convex hull in constant dimensions, which is perhaps even simpler than the standard sequential variant. The key idea is analyzing the dependence in the configuration space based on facets, and showing that adding a facet only depends on a constant number of existing facets (support set). We showed this within a more general setting based on configuration spaces, and the definition of support sets and \( k \)-support. This work follows a line of work that aims at exposing inherent parallelism in seemingly sequential algorithms [3, 4, 14, 17, 36, 43, 51, 55].

Although our analysis of \( k \)-support applies to convex hull, Delaunay triangulation, half-space intersection, and circle intersection, it does not cover some other problems that use configuration spaces. In particular, it does not cover the standard randomized incremental algorithm for trapezoidal decomposition [28, 32, 50]. It is an open question whether some other formulation of trapezoidal decomposition fits within the framework, or whether the framework can be extended to incorporate trapezoidal decomposition.
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A IMPLEMENTING Insert-and-set USING Test-and-set

In Algorithm 3, we presented our parallel convex hull algorithm. On a CRCW PRAM, our algorithm can run synchronously in rounds, where on each round we pack all new ridges to be processed in the next round using a hash table [39], which costs linear work and $O(\log^2 n)$ span whp. However, on modern machines, global synchronization can be expensive. We note that Algorithm 3 is recursive and does not require synchronization. The only additional places that need more discussion are Lines 20 and 21, where two facets incident on one ridge $r$ have to communicate and decide which facet will process $r$. Our approach is based on using a global multimap $M$ using INSERTANDSET and GETVALUE functions. In particular, for the two facets associated with $r$, whichever calls INSERTANDSET second will be responsible for processing $r$.

In Section 5.2, we have shown how to use COMPAREANDSWAP to implement INSERTANDSET. As discussed in [13], in contrast to TESTANDSET, COMPAREANDSWAP is a stronger primitive that is not assumed in the binary-forking model by default. In this section, we show how to implement the INSERTANDSET($r$) and GETVALUE($r$) functions on a multimap $M$ using only TESTANDSET, where a key $r$ is associated with at most two values. In this case, the INSERTANDSET function checks in a hash table if ridge $r$ has been already added to it—if so, it returns FALSE, but also writes $t$ as the second value of $r$; otherwise, it inserts $r$ into the hash table with the value $t$, and returns TRUE. GETVALUE($r$, $t$) looks up the values associated with $r$ in $M$, and returns the facet $t' \neq t$.

Algorithm 5 shows the implementation of the two functions on $M$. $M$ maintains a linear probing hash table $R$, which stores key-value pairs and allows for duplicate keys. For each cell in $R$, there are three fields: two boolean flags, taken and check, and data which will store the corresponding key-value pair. Assume the hash function for $R$ is $f_R$, which hashes a ridge $r$ to an index in the range $[0, \ldots, |R| - 1]$. When inserting a key-value pair $(r, t)$ into $R$, the algorithm first computes the hash value $i = f_R(r)$ of $r$ (Line 2) and tries to reserve the slot with a TESTANDSET on $R[i]$ taken (Line 3). If a conflict (due to concurrency) or a collision (due to hashing) occurs, $R$ uses linear probing to attempt to assign the next slot to $(r, t)$ (the while-loop on Lines 3–4). After reserving a slot $R[i]$, the algorithm writes $(r, t)$ into the data field. Note that even if the key $k$ already exists, $R$ finds a slot for it using linear probing. Therefore, each key-value pair is ensured to be added to $R$ and an insertion on $R$ never fails. Then the algorithm makes a second pass.
Algorithm 5: InsertAndSet and GetValue on a multimap $M$.

**InsertAndSet**($r, t$)

**Input:** A ridge $r$ and a facet $t$

**Maintains:**

A hash table $R$ with linear probing from keys as ridges and values as facets. Each cell in $R$ has three fields: two boolean flags, taken and check, and data which will store the corresponding key–value pair. Assume the hash function for $R$ is $f_R$, which hashes a ridge $r$ to an index in the range $[0, \ldots, |R| - 1]$.

**Output:** If $r \in M$, add $t$ as the second value of $r$ in $M$ and return false. Otherwise, add $t$ as the first value of $r$ in $M$ and return true.

```plaintext
1 function M.InsertAndSet(r, t)
2     i ← f_R(r)  // get the starting index
3     while ¬InsertAndSet(R[i], taken) do
4         i ← (i + 1) Mod M.size
5         R[i].data ← (r, t)  // write entry to data
6     end while
7     while R[i].taken do
8         if R[i].data.key = r then
9             if ¬InsertAndSet(R[i].check) then
10                return False
11         end if
12     end while
13     return True
```

**GetValue**($r, t$)

**Input:** A ridge $r$ and a facet $t$.

**Output:** The values $t' \neq t$ associated with $r$ in $M$.

```plaintext
14 function M.GetValue(r, t)
15     i ← f_R(r)  // get the starting index
16     while R[i].taken do
17         if R[i].data.key = r then
18             t ← R[i].data.value
19             if t' ≠ t then return t'
20         end if
21     end while
22     return False
```

over $R$ starting at the initial index from the hash value, and tries to find $r$ in $R$. It stops when it sees an empty slot. Whenever the algorithm sees a slot with a key $r$, it performs a TestAndSet on the check field of the slot. If the TestAndSet on Line 9 fails, we let this InsertAndSet return false (Line 10), and the corresponding facet $t$ will process $r$ in Algorithm 3. Otherwise, if a facet $t$ does not fail the TestAndSet, it returns true (Line 12). Note that when making the second pass, a InsertAndSet($r, t$) algorithm may see a slot with a key other than $r$ due to linear probing. The algorithm thus needs to check if the key is equal to $r$ (Line 8) during the while-loop.

The GetValue($r, t$) algorithm starts at the index of the hash value of $r$, and scans until it finds a facet $t' \neq t$ associated with $r$.

We next prove the correctness of the algorithm. We first prove that InsertAndSet works as expected. It is straightforward that the insertion into the hash table (Lines 2–5) works as expected. We then need to show that the returned boolean value of InsertAndSet works as expected. Note that for a ridge $r$, there will be exactly two facets that call InsertAndSet on $r$ throughout the algorithm. A correct InsertAndSet algorithm allows for exactly one of them to return False. This unsuccessful InsertAndSet will take over to recurse on ridge $r$ on Line 22 of Algorithm 3.

**Theorem A.1.** For two invocations of InsertAndSet($r, t_1$) and InsertAndSet($r, t_2$), exactly one of them returns False.

**Proof.** Suppose the two indices for ridge $r$ in the hash table $R$ are $i$ (reserved by $t_1$) and $j > i$ (reserved by $t_2$). The other case is symmetric. We first show that there must be one of $t_1$ and $t_2$ that returns False in InsertAndSet.

Case 1. We call TestAndSet twice on $R[i].check$ on Line 9. Then, the second one must fail and return False.

Case 2. We call TestAndSet only once on $R[i].check$ on Line 9. This can only happen if when $t_2$ is making the second pass, $t_1$ has marked $R[i].taken$, but has not written its key $r$ to $R[i].data$. Then, for both $t_1$ and $t_2$, when they make the second pass, they must both reach $R[j]$ and call TestAndSet on $R[j].check$ on Line 9. One of them has to fail and return False.

Secondly, we show that it is impossible that $t_1$ and $t_2$ both return false in InsertAndSet. The TestAndSet on $R[i].check$ can only fail once, and similarly for the TestAndSet on $R[j].check$. If both $t_1$ and $t_2$ return false, then this means that Line 9 fails on both $R[i]$ and $R[j]$. This is impossible because whichever fails on $R[i]$ will not proceed to $R[j]$, and so $R[j]$ cannot be reached twice.

We next show that GetValue($r, t$) works as expected. In particular, both facets $t'$ and $t''$ associated with $r$ in $R$ must have been inserted into $R$, and thus the one that is not equal to $t$ will be found and returned.

**Theorem A.2.** When GetValue($r, t$) is called, the two facets $t_1$ and $t_2$ incident on $r$ have both been added into $R$.

**Proof.** A GetValue($r, t$) is called only when an invocation of InsertAndSet($r, t$) returns False on Line 20 of Algorithm 3. This InsertAndSet fails because it fails on Line 9 of Algorithm 5. This means that the key-value pair $(r, t)$ itself has been added to $R$ on Line 5 of Algorithm 5.

Suppose that the other facet incident on $r$ is $t'$. We will show that $(r, t')$ has also been added to $R$. Since $(r, t)$ fails on the TestAndSet on Line 9 of Algorithm 5, it means that the check flag has been already set to True by $(r, t')$ before $(r, t)$ processes it. Since the algorithm InsertAndSet($r, t'$) reached Line 9 to set the check flag, it also must have finished adding the data on Line 5.

In summary, the multimap $M$ with its two functions InsertAndSet and GetValue works as expected by using TestAndSet. The work and depth are just the cost of linear probing, which is $O(\log n)$ whp.