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● Lanxuan Zhou
○ Master of Information Systems Management (MISM), Heinz College

● Zhiping Liu
○ Master of Information Systems Management (MISM), Heinz College

● Emma Kwan
○ Information Systems, Dietrich College of Humanities and Social Sciences

● Erica Weng
○ Robotics Machine Learning, CMU Robotics Institute
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Related Works
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Recurrent Neural Network (RNN)



Long Short-Term Memory (LSTM)



Gated Recurrent Units (GRU)



Process
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● Collect 308 pieces of sonnets from 
https://osf.io/c6af4/

● Split them and stored in numpy array

Dataset

sonnets.npy

https://osf.io/c6af4/


● Based on github repo char-rnn.pytorch
● It will generate text character by 

character
● Hard to learn rhymes

Char-RNN

https://github.com/spro/char-rnn.pytorch.git


● Epochs: 2000
● Batch size: 100
● Chunk size: 200
● Hidden size: 100
● Learning rate: 0.01
● Using Cuda

Training



● Non-neural-network method: rhyme 
dictionary
○ Web scraping on Rhymes

● Neural-network method: Word-RNN

Rhymes

Rhymes for “Hello”

https://www.rhymes.com/rhyme/hello


Results
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Text version

CLI version



● Enlarge rhyme dictionary
● Implement Word-RNN

○ Generate the whole text by Word-RNN
○ Generate most of the text by Char-RNN and rhymes by Word-RNN

Future Improvement



CREDITS: This presentation template was created 
by Slidesgo, including icons by Flaticon, 

infographics & images by Freepik 

Thanks!
Q & A

http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

