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Melody Generation

- Goal: Generate Ghibli-inspired melody
-
- Using the Super Piano 3 Colab notebook (Music Transformer)
- Trained on ~300 Ghibli MIDI melodies from Ghibli songs for 100 epochs 
- Tried out different primer seed sequence to be continued by the model, 

including snippets from Ghibli songs and sequences written by us
-
- Final Ghibli-inspired melody:
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Accompaniment Generation

- Goal: generate the 
accompaniment for the melody 
composed by our AI model

- Use seq2seq setup of Music 
Transformer to generate an 
accompaniment conditioned on 
the melody
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Background Texture Generation

SampleRNN

- Models audio at different timescales 
with stacked RNN layers

- Hyperparameters: 
- 3 RNN layers
- frame sizes 16/16/4
- trained for 170 epochs (~24hrs)

- Training data:
- 1.5hrs of Ghibli piano music 

from YouTube
- Results: 

- pleasing piano-like textures, 
but collapsed to 1 main 
note/chord with little variation
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Other Explorations

Audio-style-transfer

1. RandomCNN
2. Neural-style-transfer

Although we are able to generate the audio
that contains the feature of the content and 
style audio, this music doesn’t sound really 
great. So we end up didn’t use it in our final 
result. 

Here is result of combining Accompaniment 
as content and background texture from 
SampleRNN as style.
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Mixing
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Result
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https://docs.google.com/file/d/1JWt-fcHV3mr4CaY3g-HCMqG6lSqoFxfS/preview
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