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Introduction

e We created a sonnet and melody generator that generates melodies based
on the syllables of each line of the generated sonnets

® Providing musical additions to the sonnets can help bring new perspectives
and understandings to the lines since we’re interested in rhythm
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https://arxiv.org/pdf/1908.05551.pdf
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Pipeline
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Future Improvement

e Training better word-to-vector embedding models with sonnet vocabulary
® Training LSTM-GAN based on the new emotional-conditioned dataset
e Modifying training settings to make the trained model accept longer inputs
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