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Result

Shape
● Size
● Speed
● Color
● Shape
● How often a shape 

is generated

Notes
● Sentiment
● Quantitative 

characteristics

EMOPIA
● Valence
● Arousal

https://docs.google.com/file/d/1EDqXk_f9oKXKX7JSmVOjOLR0thUKty5M/preview


Original concept: Visual overlay on performing musician 
based on sentiment and quantitative analysis

Input: music Output: shapes

Amplitude Size of shape

Note 
duration/inter-ons
et interval

Length of shape 
(more or less 
continuous)

Sentiment: Positive Warmer, brighter 
colors

Sentiment:
Negative

Cooler, darker 
colors

Time since note 
onset

Distance from 
performer

Mappings



Current* work in performance visualization

Rumi Hiraga, Reiko Mizaki, and Issei Fujishiro. 2002. Performance visualization: a new challenge to music through 
visualization. In Proceedings of the tenth ACM international conference on Multimedia (MULTIMEDIA '02). Association for 
Computing Machinery, New York, NY, USA, 239–242. https://doi.org/10.1145/641007.641054

Comprehensive MIDI Player-Interactive virtual space; visualizes 
multiple channel layers of Valse des Fleurs by Tchaikovsky 

Visualizes musical structure of 
recursive hierarchy

https://doi.org/10.1145/641007.641054


Motivation

● Classical music is often hard to approach as a listener
○ Particularly for kids/young children

● Provide a simple visualizer for recordings of classical performances based 
on the notes currently being played
○ Specifically, use a combination of sentiment and quantitative analysis on the notes being 

played to influence what the generated visuals look like



Technique

EMOPIA

YouTube -> MP3

Audio
FFMPEG

Divide audio into 
10-second segments 

for analysis

Generate inference 
values for each 

10-second segment

Ricker Choi playing Debussy’s 
Arabesque

Formatted output file
Python script 

parses file data 
into arrays

TKinter creates visualizations 
based on EMOPIA values

Visualization overlay

Apply to original 
performance 

video



Process: EMOPIA output
Inferences for every 10 seconds of Ricker Choi playing Debussy’s Arabesque No. 1

Low 
Valence

High 
Valence

High 
Arousal

Q2 Q1

Low 
Arousal

Q3 Q4



Process: Mapping valence/arousal values to visuals
Valence: is the audio positive or negative?

● High Valence -> Major tonalities -> Positive sentiment -> Warm colors
● Low Valence -> Minor tonalities -> Negative sentiment -> Cool colors



Process: Mapping valence/arousal values to visuals
Arousal: “...approximately maps to frequency of note occurrences and their 
strength…we measure them by note density, length, and velocity”



Process: Mapping valence/arousal values to visuals
Arousal: “...approximately maps to frequency of note occurrences and their 
strength…we measure them by note density, length, and velocity”

● High Arousal: high note density, short note lengths, high note velocities
○ High note density -> Shapes come out more often
○ Short note lengths -> Shapes move away very fast from the performer
○ High note velocities -> Shapes are larger
○ Generally higher arousal -> Shape is pointier

● Low Arousal: low note density, longer note lengths, smaller note velocities
○ Low note density -> Shapes come out less often
○ Longer note lengths -> Shapes are slower to move away from the performer
○ Smaller note velocities -> Shapes are smaller
○ Generally lower arousal -> Shape is rounder



Process: Mapping valence/arousal values to visuals
Quadrant Q1: High Valence, 

High Arousal
Q2: Low Valence, 
High Arousal

Q3: Low Valence, 
Low Arousal

Q4: High Valence, 
Low Arousal

Shape 
Characteristics

Size Larger Larger Smaller Smaller

Speed Faster Faster Slower Slower

Color Warmer Cooler Cooler Warmer

How often 
shapes are 
generated

More often More often Less often Less often

What kind of 
shape?

Pointier (line or 
rectangle)

Pointier (line or 
rectangle)

Rounder (circle) Rounder (circle)



Process: Mapping valence/arousal values to visuals

Shape characteristics are NOT 
binary! The inference value acts as a 
scaling factor to determine how fast, 
how big, how warm/cool, etc. of the 
shape



Process: Mapping valence/arousal values to visuals

Color

Scale positively affects red value and 
negatively affects blue value

Scale negatively affects red value and 
positively affects blue value



Process: Mapping valence/arousal values to visuals

https://docs.google.com/file/d/1ZpDuxaWdT7AnqPwAopY2vVB1zhmBO5PH/preview


Process: Mapping valence/arousal values to visuals

https://docs.google.com/file/d/13R73BGp4KyuJ8RlFhw1RVKP4uGWVJ5U7/preview


Process/Reflection: TKinter s u c k s

● Method to make the window 
transparent only exists for 
Windows, not macOS
○ Had to use CMU’s virtual 

machines
● Very old and bad 

documentation
● Very limited functionality for 

common-sense things
○ You can play a video in Tkinter 

with external libraries
○ But you can’t use this video as a 

background or a frame
○ And you can’t draw shapes directly 

on top of this video

Normal video playing



Process/Reflection: TKinter s u c k s

● Method to make the window 
transparent only exists for 
Windows, not macOS
○ Had to use CMU’s virtual 

machines
● Very old and bad 

documentation
● Very limited functionality for 

common-sense things
○ You can play a video in Tkinter 

with external libraries
○ But you can’t use this video as a 

background or a frame
○ And you can’t draw shapes directly 

on top of this video

Place transparent TKinter window 
on top of original video (this only 

works on Windows OS)



Process/Reflection: TKinter s u c k s

● Method to make the window 
transparent only exists for 
Windows, not macOS
○ Had to use CMU’s virtual 

machines
● Very old and bad 

documentation
● Very limited functionality for 

common-sense things
○ You can play a video in Tkinter 

with external libraries
○ But you can’t use this video as a 

background or a frame
○ And you can’t draw shapes directly 

on top of this video

Record this with Zoom



Process/Reflection: TKinter s u c k s

● Method to make the window 
transparent only exists for 
Windows, not macOS
○ Had to use CMU’s virtual 

machines
● Very old and bad 

documentation
● Very limited functionality for 

common-sense things
○ You can play a video in Tkinter 

with external libraries
○ But you can’t use this video as a 

background or a frame
○ And you can’t draw shapes directly 

on top of this video
…all on the CMU virtual andrew 

machine



https://docs.google.com/file/d/1K3WhXspnHKBFuoPeMAqjn0F9liWH20Pt/preview


Reflection

● Non-cross-platform software is really bad!
● Old software is really bad!
● How objective are these visualizations? For example, there could be 

people who associate low valence/minor tonalities with warm colors 
rather than cooler colors
○ Should these visualizations be customizable, then?
○ Do these visualizations enforce a specific type of viewing specific types of music?

■ Like mild propaganda
● Does it make sense to use randomized values to influence the shapes 

generated as well? Or should all values only be determined by analyzed 
data?

● How does this compare to chromesthesia?*



Reflection

How does this compare to chromesthesia?



Future Work & Improvements
● All-in-one pipeline to do this with any uploaded video
● More direct analysis functions rather than all-encompassing valence/arousal values
● Should inference values from non-dominant quadrants also influence the visuals?
● Sliding windows*
● Use better/more modern interfaces than Tkinter to directly show visualizations on top of input 

performance video
○ OpenCV or even PyGame are alternatives

● Improved visualizations
○ For example: growing/shrinking shapes rather than static ones
○ Customizable visualizations? Users could input what mappings they prefer

● Real time? Bit tricky, but technically possible!*
○ Requires lots of computer science techniques that I am bad at
○ What implications does this have? 

■ Use in performance AR/VR
● Do this with other instruments besides just piano pieces (EMOPIA is tailored for piano pop 

music specifically)
● Use Detectron to actually detect where the performer is rather than just making shapes come 

out from near the center
● Brightness of colors?
● More advanced graphics manipulation than just object generation (for example, modifying the 

color scheme of the entire performance frame)



Future Work & Improvements
Sliding windows

● Currently, within a 10-second segment of the performance audio, drastic 
changes within a small part in the segment can wildly skew inference 
results

10s 10s 10s



Future Work & Improvements
Sliding windows

● Currently, within a 10-second segment of the performance audio, drastic 
changes within a small part in the segment can wildly skew inference 
results
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Time
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Low density -> Low arousal?

High density -> High arousal?

Low density, arousal from 0-7 
seconds; high density, arousal 
from 7 to 10 seconds

7



Future Work & Improvements
Sliding windows

● A better solution would be to have overlapping windows that sample the 
original audio to be analyzed, where inference values are generated for 
each window

EMOPIA/Other Audio Analyzer



Future Work & Improvements
Sliding windows

● Already a very common technique in any audio/signal processing context
● Obviously more expensive computationally and storage-wise
● But would get you much more accurate data & visuals



Future Work & Improvements
Real time? Bit tricky, but technically 
possible!

● Requires lots of computer 
science techniques (dynamic 
programming) that I am bad at

● What implications does this 
have? 
○ Use in performance AR/VR

■ For both the performer and 
listeners

■ 3D visual objects instead of 2D

Kresge VR Project @ CMU



Future Work & Improvements
Real time? Bit tricky, but technically 
possible!

● Requires lots of computer 
science techniques (dynamic 
programming) that I am bad at

● What implications does this 
have? 
○ Use in performance AR/VR

■ For both the performer and 
listeners

■ 3D visual objects instead of 2D



Thank you!


