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Learning Semantic Priors
Where is ‘dining table’ more likely to be found?

Episodic Memory
Keeping track of explored and unexplored areas
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1. Sensor Pose Reading ($x_t$)
2. Observation ($s_t$) (RGBD)
3. Object Goal ($G = \text{“chair”}$)

- Semantic Mapping
  - Semantic Map ($m_t$)
- Long-term goal ($g_t$)
- Goal-Oriented Semantic Policy

Observed data flows through the model to generate a semantic map, which is then used to guide the agent towards its long-term goal.
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Success Rate

<table>
<thead>
<tr>
<th>Method</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.004</td>
</tr>
<tr>
<td>RGBD + RL [1]</td>
<td>0.082</td>
</tr>
<tr>
<td>RGBD + Semantics + RL [2]</td>
<td>0.159</td>
</tr>
<tr>
<td>Classical Map + FBE</td>
<td>0.403</td>
</tr>
<tr>
<td>Active Neural SLAM [3]</td>
<td>0.446</td>
</tr>
<tr>
<td>SemExp</td>
<td>0.544</td>
</tr>
</tbody>
</table>

SPL

<table>
<thead>
<tr>
<th>Method</th>
<th>SPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.004</td>
</tr>
<tr>
<td>RGBD + RL [1]</td>
<td>0.027</td>
</tr>
<tr>
<td>RGBD + Semantics + RL [2]</td>
<td>0.049</td>
</tr>
<tr>
<td>Classical Map + FBE</td>
<td>0.124</td>
</tr>
<tr>
<td>Active Neural SLAM [3]</td>
<td>0.145</td>
</tr>
<tr>
<td>SemExp</td>
<td>0.199</td>
</tr>
</tbody>
</table>
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Success Rate

<table>
<thead>
<tr>
<th>Method</th>
<th>MP3D</th>
<th>SPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td>RGBD + RL [1]</td>
<td>0.037</td>
<td>0.027</td>
</tr>
<tr>
<td>RGBD + Semantics + RL [2]</td>
<td>0.031</td>
<td>0.049</td>
</tr>
<tr>
<td>Classical Map + FBE</td>
<td>0.311</td>
<td>0.124</td>
</tr>
<tr>
<td>Active Neural SLAM [3]</td>
<td>0.321</td>
<td>0.145</td>
</tr>
<tr>
<td>SemExp</td>
<td>0.36</td>
<td>0.199</td>
</tr>
</tbody>
</table>

# Habitat Challenge Leaderboard

<table>
<thead>
<tr>
<th>Method</th>
<th>Test-standard</th>
<th>Minival</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPL</td>
<td>Success</td>
</tr>
<tr>
<td>Arnold (SemExp)</td>
<td>0.071</td>
<td>0.179</td>
</tr>
<tr>
<td>Active Exploration</td>
<td>0.041</td>
<td>0.089</td>
</tr>
<tr>
<td>DD-PPO</td>
<td>0.021</td>
<td>0.062</td>
</tr>
<tr>
<td>Blue Ox</td>
<td>0.017</td>
<td>0.060</td>
</tr>
<tr>
<td>SRCB-robot-sudoer</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>PPO RGBD</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Random</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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<thead>
<tr>
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</tr>
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</tr>
<tr>
<td>PPO RGBD</td>
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</tr>
<tr>
<td>Random</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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