Imaging Robot for Identification and Surveillance
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I. Introduction

Purpose
The purpose of this project was to give our design group the opportunity to design a unique hardware/software co-design system. More specifically, we wanted to design a system around the Carnegie-Mellon University camera (CMUcam). The purpose of the system that we designed is to restrict access and perform surveillance on a person who has entered a secured area. The goal of the surveillance is to generate data for ergonomic studies of the secured area. 
General Specifications
The IRIS project is a device whose function is to identify a user and survey their movements within a designated secured area. There are some general specifications that were laid out at the beginning of the project which are the specifications that we needed to follow in order to successfully complete the project. Although these specifications have been slightly altered throughout the semester, they have not deviated far from the original intent of the project. 

· Detect change in scene indicating entry of user

· Verify the correct color identification sequence

· Alert the user if he/she has passed or failed the identification sequence

· Track the user and record statistical data about his or her movements in pre-determined zones

· Output recorded information through speech, LCD, and serial output 
II. Documentation

Introduction
The purpose of the IRIS project is to create a system that restricts access to a secured area. The system will then perform surveillance on a person who has entered the secured area. The purpose of the surveillance is to generate data useful in ergonomic studies. IRIS will initially secure an area, monitor a subject in that area, record data about that subject’s movements within the secured area and then report those movements. 
In order to accomplish our goal, we initially separated the project into two parts: hardware and software. The hardware goal was to assemble the Carnegie-Mellon University camera (CMUcam) and other components, provide power and data cabling, and create a platform for IRIS. Some of these necessary components included a power supply for the entire unit, an SPO3 text to speech synthesizer, an LCD display, and a pan and tilt multiple servo motor unit. The software goal was to integrate these hardware components together to create a robust system that would use these components to fulfill the system requirements. This included monitoring output from the camera to adjust the movements of the servos and outputting the collected data through the SPO3, an LCD display, and a serial output device. The original idea for this project came about from a group interest in security applications. Later, though, the project evolved while discussing the system’s potential usefulness in ergonomic studies in the work place. 

Ergonomics is derived from two Greek words meaning “the natural laws of work.” Studies in ergonomics began in the early 20th century, although it did not become a formalized study until years later. Time and motion studies are a form of ergonomics. Originally, time and motion studies were used to evolve pay scales. The original thought was that money was the only motivation for work. Today, these studies are used for performance evaluations, finding solutions to problems, and time cost analysis. The objective of a time and motion study is to determine a normal or average time for a job to be completed. However, observers are needed for this to be accomplished. In this itself, time is not being used efficiently. Our project proposes the use of an automated system that can record the movements of individuals in a contained work environment. The system would collect information about the movements of the subject for an analyst to later use for a study upon that specific work environment. 

Components

1. CMUcam 

The CMUcam is a low cost, embedded color vision system. The camera consists of an SX28 microcontroller combined with an OV6620 Omnivision CMOS camera. These are interfaced together in order to allow high level, simple data to be extracted from the CMUcam. When a group designed the system at Carnegie-Mellon University, they desired to design a low cost CMOS camera based device that could track color “blobs” at a reasonably high rate. The CMUcam is the result of this project.1 The purpose of this document, though, is to describe how we took their device and integrated it into our system, IRIS. 
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The CMUcam was the basis of the IRIS project. We were given the CMUcam and told to design a system around it to test some of the camera’s features and limitations. We chose to design a tracking robot which we felt would leverage the strengths of the CMUcam. For our purposes we needed the camera to be able to track a moving object at a high enough frame rate so that we could get reasonably accurate enough information to determine the motion of the object. The CMUcam tracks at a frame rate that appeared to be high enough to accurately track a moving object within the parameters of our system. There are two different functional modes that we used with the CMUcam. These modes are GM and TC. GM stands for Get the Mean Color. In this mode, a mean of the RGB values of the viewed image are streamed to the microcontroller along with the standard deviations. GM mode is used only while the system is in “Idle Mode”, waiting for a user to enter the room. The CMUcam data stream for this mode can be seen in Figure 1. 
The other mode is TC, which stands for Track a Color. In this mode, the minimum and maximum values for the RGB characteristics of an object are sent to the CMUcam.  It then returns a center of mass of the object, bounding coordinates for the object, a confidence level, and the number of pixels matching the color range specified. TC mode is used when verifying a user’s passkey, which is a sequence of different colored cards, as well as tracking a user in the room. 

The CMUcam was very useful in the IRIS project, keeping in mind its low cost; but it does have its limitations. Some of the positives of using the CMUcam were: its ease of communication; data streams are easy to decipher and read; fast and simple image processing; reasonably good tracking ability; and compact, lightweight design. One of the biggest negatives of using CMUcam was its color identifying abilities were extremely sensitive to light.

2. BasicX Microcontroller

The BasicX Microcontroller is a BX-24 controller module from NetMedia, Inc. These chips are commonly used on robots such as IRIS. The microcontroller is programmed using a form of Visual Basic. On the microcontroller, pins 5 through 12 are used for digital input or output and pins 13 through 20 can be used for analog to digital conversion. 

The BX-24 controller consists of the following elements. The BX-24 processor is based on an Atmel AT90S8535 chip. This is a 44-pin custom programmed chip that reads and executes programs stored in a 32KB SPI (Serial Peripheral Interface) EEPROM on board. There is also a high speed 5 volt programming serial port used to communicate with modems, PCs, terminals or other controllers. For the purposes of the IRIS project, the programming serial port will be used to download code revisions to the BasicX and for communication with the text-to-speech chip. The BasicX will utilize a secondary serial port for communication with the other devices. A voltage regulator is also on the BX-24 microcontroller. It is a 5V low-voltage dropout regulator/monitor that can accommodate an input voltage range of 5.7V to 15V. The maximum current released is 100mA, although only a small amount of this is actually used by the processor. 

For this project, the BasicX Microcontroller is used to process the incoming data stream from the CMUcam, control the servos that are used to pan and tilt the camera, light the LEDs, send serial commands and data to the SPO3 text-to-speech synthesizer, the LCD, and an arbitrary serial device such as a PC or hand-held. 

There were many positives and negatives to using the BasicX microcontroller in the IRIS project. Some of the positives of the BasicX were: easy to manage multiple serial devices; quick processing for the applications for which it was intended; low power consumption; easy programming environment; and large I/O and memory capabilities for small systems. Some of the negatives of the BasicX were its need for more individualized serial ports with higher baud rates and its limitation on memory writes. 

3. SPO3 Text-to-Speech Synthesizer

The SPO3 Text-to-Speech synthesizer is a small, but complete text-to-speech system utilizing a WTS701 single chip synthesizer, a PIC microprocessor, an RS232 interface, I2C bus interface, a parallel interface, a small 40mm speaker, and a 3 volt regulator. The SP03 has the ability to speak text on-the-fly (data sent via RS232 or I2C) or to speak one of 30 preprogrammed phrases. Both methods were used for IRIS.  Most phrases were preprogrammed in order to reduce the code size and statistical data calculated during operation was spoken on-the-fly. The use of the SP03 for IRIS was to effectively communicate with the user, allowing him/her to follow spoken prompts from IRIS during system execution, as well as obtain information about their movements from the system before leaving the room. The RS232 interface was used to communicate between the SP03 and the BasicX microcontroller. 

There were many positives and negatives to the using the SPO3 Text-to-Speech Synthesizer in the IRIS project. Some of the positives of the SPO3 were: ease of communication; low cost; small design; large preprogrammed storage area; and ability to synthesize speech on-the-fly. Some of the SPO3’s negatives were: undocumented hardware and software bugs; need for creative word spelling and tweaking to achieve understandable pronunciation of many words; and very quiet speaker which is not nearly loud enough for any commercial application.

4. Lynxmotion Pan/Tilt Platform

The Lynxmotion Pan/Tilt platform consists of two assemblies. There is the base assembly that is powered by one servo to pan the camera assembly face almost 180˚ in the x-direction. The top assembly uses one servo to tilt the camera assembly face almost 180˚ in the y-direction. We needed a way to enable the camera to pan and tilt in order to rigorously follow the subject. The Hitec servos used in the Lynxmotion pan/tilt unit were highly capable of moving the lightweight CMUcam at a fast enough rate to keep up with a normal subject. The pan/tilt platform provided an easy solution to mounting the CMUcam and creating an interesting visual appearance for the system.

There were many positives and negatives to the using the Lynxmotion platform in the IRIS project. Some of the positives of using the Lynxmotion platform were: easy assembly; easy mounting capabilities; moderately powerful servos; and nice visual design. One of the major negatives that we found was that the platform was too delicate to use on a commercial system.

5. Serial 2x16 LCD Display
The NetMedia, Inc. Serial 2x16 LCD Display is a basic LCD display that can be used with any device that has an RS232 serial interface. For our project, we used the LCD with the BasicX microcontroller through an RS232 compatible serial link. The display has a 16 byte serial receive buffer. The purpose of the LCD display in this project is to print out the ergonomic statistics as they are being read out to the user by the SPO3 and to provide other various prompts and system information. This component not only became an easy way to interface with the user, but also was very useful in debugging while the system was in development and for monitoring a room’s lighting changes by outputting the CMUcam’s color confidence ratings. 

We found the LCD to be a great component to work with. The LCD was well lit, easy to use and read, was great to use for quick debugging, and had a quick display method.

How It Works

Since there are many components used in the IRIS system, the integral key is communication. All of the components must properly communicate with each other so that the ultimate goal, the tracking and recording of the movement of the user, is accomplished. The most important components of this project are the CMUcam and the BasicX microcontroller. IRIS uses the CMUcam in a polling mode. The BasicX asks for information when it wants it and the camera sends a response. This helps eliminate timing requirements that would have been necessary if the camera had been continuously streaming to the BasicX. If the information that the camera sends to the BasicX meets certain conditional criteria, then the BasicX acts accordingly. If the information does not meet the conditional criteria, then the BasicX continues to poll the CMUcam as necessary or take appropriate further measures. 

1. Wait for Entry (Idle State)

In the Idle state, the CMUcam sends very simple data in the GM (Get the Mean color) form. The mean of the RGB colors are sent as well as the standard deviation of these three colors. Depending on the amount of deviation from these colors, the camera will remain in the “Idle” state. The entire system waits in this state until the standard deviation of the RGB colors is high enough for the system to determine a user has entered the room. This is determined through a comparison of the newly obtained standard deviation to the first “Idle” state standard deviation.

When IRIS first goes into “Idle” mode, the RGB standard deviations are recorded. As the system monitors for motion, it queries the CMUcam for the current RGB standard deviations (through the GM command). The current deviations returned from the CMUcam are subtracted from the original deviations and the absolute value is taken. The differences for R, G, and B are then added together to create a total difference. If the total difference is greater than 7, then we assume someone has entered the room. The value of 7 was calculated experimentally through trial and error and has worked well for the current IRIS system.

2. Detect Entry of User

Once the standard deviation of the RGB colors is at a high enough level that the system determines a subject has been detected in the room, IRIS then begins using the TC (Track a Color) function of the CMUcam. The type of data returned includes the center of mass of the object and bounding coordinates, a confidence level, and the number of pixels. When the user enters the room and the camera detects the user’s presence, the system will go into “Active” mode and prompt the user for a color identification sequence. This prompt is done both through the SPO3 and the LCD screen. The LCD screen will show, “Welcome to an IRIS secure area,” while the SPO3 speaks the same welcome message. The “System Idle” LED will also turn off.

3. Validate Passkey

Each user must go through a validation process before being allowed into the secured area. When the user enters the room, IRIS will prompt the for a color identification sequence. The first card is requested using a yellow LED on the front of the system labeled “Display Card”, as well using as the SPO3 and the LCD screen. The SPO3 chip will say, “Begin identification sequence. Please display first card,” as the LCD screen displays the same message. The user will then place the proper color card in the stand and wait for IRIS to prompt for the next card. To detect whether the subject is displaying the correct colored card, the BasicX sends a TC command to the CMUcam specifying the minimum and maximum RGB values for which to look. These values have been previously determined by viewing the cards with the CMUcam to understand exactly how the camera sees the cards RGB value ranges. Two criteria must be met for the card to be accepted.

1. The confidence returned by the CMUcam must meet a certain level. “The confidence value is a ratio of the pixels counted within the given range and the area of the color bounding box”1. 

2. The height and width of the card must meet certain restrictions. This data is provided by the bounding box of the color provided by CMUcam. The height and width of the card are checked to ensure that the user is only displaying one card at a time on the card stand. This prevents the user from being able to display multiple cards at a time in order to fool the identification sequence. The values for height and width are pre-calculated based on how far the card stand is from the CMUcam. 

If those criteria are satisfied, the card is assumed valid, and IRIS proceeds to ask for the next card. This repeats for all of the cards. IRIS never indicates whether a particular card passes or fails so as to not assist an illegal user from cracking the identification sequence. 

After identifying whether or not the card was the correct color, the system will once more prompt the user to display a card. The user will continue doing so until a complete color sequence has been displayed. If the color sequence displayed was not correct, IRIS will light a red LED on the front of the system labeled “Access Denied” and will ask the subject to “please leave the IRIS secure area.” IRIS will then wait approximately 10 seconds and then return to “Idle” mode. Once the proper color sequence has been displayed, the system indicates that the subject has been cleared, through a green LED on the front of the system labeled “Access Granted” and the SPO3, and the user can then proceed into the room.

4. Track User in Zones

When the user enters the secured area, he/she will don a brightly colored jacket at the entrance to the room. The bright color of the jacket assists the CMUcam in accurately tracking the user in a varied background. Otherwise, a solid background would need to be employed in order to have consistent tracking capabilities. As the user walks around the room, the CMUcam tracks the brightly colored jacket. There are six different zones, each at approximately 30˚ increments, in the room. The pan servo motor can move to positions 10-36 and the tilt servo motor from 20-36, as specified in the servo motor control portion of the IRIS software. These values are controlled by clock pins on the BasicX, which in turn control the servo motor’s position. The pan servo motor is initially on position 10. As the subject, with the brightly colored jacket on, is tracked, the CMUcam returns the calculated middle mass location of the tracked color. The CMUcam resolution is 80x143. When the user is detected in the outer x-direction quarters of the horizontal image (x < 20 or x > 60), the servo is moved 2 positions in the appropriate direction in order to move the center of the color “blob” being tracked back to a central region of the CMUcam. The same is done for the tilt servo when the y-position is less than 35 or greater than 105. The different servo positions (10-36) are then divided so that certain positions fall into certain zones.

	Servo Position
	Zone

	10-14
	1

	15-18
	2

	19-22
	3

	23-26
	4

	27-30
	5

	31-36
	6


The servo position is always known and this is how the zone that the user is located in is determined. 

If the camera looses successful tracking of the brightly colored jacket for an elapsed time period then the system initiates procedures to locate the user. The SP03 indicates that the track has been lost and requests that the user position him or herself in front of the camera. The camera then rotates from 0-180 and back to 0 attempting to establish a new track on the user. The tilt position is assumed to be correct based on user’s last track and is not modified. If a new track is established, then normal operation continues. If IRIS is unable to establish a new track, then it assumes the user has left the area. It then secures the area and goes back into “Idle” mode.

Information is gathered about the user’s movements within these six zones. The camera is constantly tracking the jacket in order to follow the user. Every second, the BasicX records data for zone tracking information. The zone tracking information recording time can be adjusted to a maximum of every 1/8 second. When the user leaves, the BasicX compiles this data to output for the user to view. 

5. Output Collected Information

When the user is finished in the room, the user will then walk to the door and remove the jacket. When the jacket has returned to its specified location within the first zone and is motionless for ten seconds, IRIS will determine that the user is ready to leave. When this is determined, final output will be sent to the SP03, the LCD display, and to the IRIS data out, which is the arbitrary serial output. The output includes:

· Amount of time spent in each zone

· Total time spent in all six zones

· Sequence of zones that the user visited

· Number of times that the user visited each zone

Before the final information is spoken and displayed using the SPO3 and the LCD display, the output will be sent to any arbitrary serial device at the other end. The ability to send all of the output to any generic serial device has the most potential for long term data logging, which can then be used for ergonomic studies of a room over a period of time.

6. Return to Idle State

Once IRIS is finished delivering the output it will remain in inactive “reset” state in order to give the user time to leave the secure area. IRIS will then return to step one, “Idle” mode, and wait for the entry of the next user. 

III. Instruction Manual

1. Enter room and move to identification station

As the user of the system, when you initially walk into the IRIS secured area, move towards the IRIS system stand. At the system stand, wait until the system prompts you to display the initial color card of the identification sequence. 

2. Validate self with passkey

When the system prompts you for the first color card of the identification sequence, display the proper color card in the card stand that is stationed in front of the camera. IRIS will then view the card and prompt you for the next color card through the LCD, the SPO3 and an LED. You will continue displaying a sequence of color cards until IRIS has looked at the desired number of cards. Once the proper color sequence has been displayed, the system will then display “Monitoring” on the LCD screen and you are free to proceed into the secured area.

Note: If the sequence is displayed improperly, the system will indicate that the improper sequence has been given and that access has been denied. Access will not be denied until a set number of cards have been displayed, in order to deter illegal users from cracking the color sequence. 
3. Put on jacket

After displaying the proper color identification sequence, put on the IRIS jacket stationed on the coat hook. This jacket will help the camera track you throughout the secured area. The camera is actually tracking the brightly colored jacket rather than you. You will only need to wear this jacket while in the secured area. 

4. Work in secured area as usual

Work in the secured area as you normally would. While you move around in this secured area, IRIS will track you as you move through predefined, unseen “zones.” Information about your movements will be stored for output at a later time.

While you are working in the secured area, the camera might lose track of you. If this does happen, then the system will notify you, speaking with the SPO3, that it has lost you and to please stand in front of the camera. At this time you will want to return to a place where the camera can see you. If IRIS cannot immediately find you, it will rotate the camera back to 0˚ and begin to pan around to 180˚, in an attempt to relocate you. If you are in clear sight of the camera, then it should have no problem finding you. Once IRIS has found you, you can continue on with your work. If IRIS continues to have difficulties finding you, it will assume that you have left the room. It will then secure the room and return to “Idle” mode after a warning and a brief period of time. At this point, you will need to exit the room begin again with your color card sequence.

5. Go back to entrance and remove jacket

When you are done working in the secured area, go back to the entrance and remove your jacket. Place the jacket back on the hook and go back to the IRIS stand. Once the system has determined that you are finished in the secured area, it will then calculate statistics about your movements and output this information to the LCD screen, to the SPO3, and to any system that is properly configured to the serial output.
6. Exit room 

When the system is finished outputting information about your movements in the secured area, please exit the area. When you are ready to come back into the room, you will need to repeat this procedure again.

IV. Discussion

Future Accomplishments

We feel that IRIS has a lot of potential, especially if development is continued on our current system. We have several areas that we think should be completed in the future for our system concept to reach its fruition.

· Multiple Users

IRIS is currently useful for only one user. IRIS would be an even more useful system if multiple users were able to use the system. This would allow an area to be monitored for multiple users and studies could include improving the ergonomics of an area for more than just one user. This enhancement would mainly entail reconfiguring the system to allow multiple color identification sequences. The output information would also either need to be stored separately for each user or have some method of tagging the information for each user.

· Self-Calibration

Currently, when the system is moved from one environment to another, IRIS must be reprogrammed to recognize colors properly in that environment. Also, if the environment changes at all while the camera is on, for instance, bright sunlight coming through a window during the day, the color that the camera “sees” on a card will change. 

Something that would be useful to fix these problems is the ability for the camera to calibrate itself to the new lighting situation. The time when this would be most useful is when the camera goes from “Idle” mode to active mode and needs to be able to properly recognize the colors on the color identification cards.

This could be accomplished by properly adjusting the RGB value ranges of the color cards and jacket when the CMUcam orientates itself after IRIS is powered on and before the “Idle” mode.

· More Image Processing


IRIS currently makes limited use of the other image processing features provided by the CMUcam. Taking advantage of these other features could lead to a more robust system. For example, the CMUcam has the ability to transmit the entire image over the serial link. This could be used to take snapshots of the user when identification fails in order to provide more security to the system. Also, the bounding coordinates received while tracking the user around the room could be used to estimate the distance the user is from the camera. This would allow for more dynamic zone creation, rather than the wedge shapes currently being used.

· Long-Term Data & User Information Storage

As IRIS stands, only one user can use the system and every time that user leaves the secured area, if there is no device attached to the serial output, then information about the user’s movements is lost. In the future, it would be useful to have long-term data storage embedded in IRIS. The simplest solution to this problem would be to use a hard drive or large static memory component. This in turn would require an additional interface to that memory component so that the data could be easily exported. Also, in the future, if multiple users are going to be added to the system, then there needs to be a storage place for the users’ information, such as each user’s color identification sequence and the number of times they have logged in to the area. This would best be placed on whatever device is used for long-term data storage.

A storage device would also make it easier to change a user’s identification sequence. Instead of having to reprogram IRIS, the new identification sequence could simply be written to the storage device. This could be done either through a function of IRIS or some secondary program.
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Figure 1: CMUcam GM mode




















Figure 2: Secured area layout with zone positions








