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W i t h  the increasing availability of information in electronic form, it becomes more 
important and feasible to have automatic methods to filter information. Research 
organizations generate large amounts of information, which can include departmental 
and technical memoranda,  announcements of meetings and conferences, and minutes 
from meetings. This volume of information makes it difficult to keep employees apprised 
of all relevant work. Furthermore, only a small fraction of the available information will 
actually be relevant to any particular employee within an organization that covers a variety 
of areas. Thus, there is the problem of determining what information is of interest to 
the employee, while minimizing the amount of search through irrelevant information. 
This research tested several information-retrieval methods for filtering technical memos. 

Filtering of information is not a new concept, nor is it one that is limited to electronic 
documents. When we read standard paper texts, information filtering occurs. We only 
buy certain magazines, since other magazines may contain information that is redun- 
dant or irrelevant to our interests. In this way, we are filtering o u t  some of the large amount 
of information to which we have access. Within any particular magazine, we also choose 
articles that appear relevant to our interests. Thus, when people are engaged in any sort 
of acquisition of information, they continually filter information. With the advent of elec- 
tronic presentation of information, some of that filtering need no longer be done by us, 
but could be done automatically by the system that presents the information. 
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While automatic fil tering of  infor- 
mation sounds like a wonderful  vi- 
sion, there  are many difficulties in 
de te rmining  what information a per- 
son wants to see. The  description of  
what information is of  interest is 
often refer red  to as a "user profile." 
Broadly defined,  this can also be 
thought  o f  as a rud imenta ry  kind of  
user model. (For a description of  
much more  complex user models in 
information retrieval see [4].) There  
are many problems in developing a 
good model  of  a user's interests. For  
example,  a variety of  factors could be 
used to describe a person's  interests. 
Generally, people  provide a set of  
words to describe their  interests. 
However,  many other  sources of  in- 
format ion could be used, such as 
which articles they have read  in the 
past, what organizat ion they work in, 
or  which books they have ordered .  
While the general  topic or  content  of  
an article may be impor tan t  in pre- 
dicting whether  it will match a per-  
son's interests, o ther  factors such as 
familiarity, novelty, importance,  or  
urgency may also be useful in pre- 
dicting what informat ion a person 
might  want to see. In addit ion,  t h e r e  
may be interactions between certain 
factors and specific applications. A 
factor that provides a good descrip- 
tion of  interests for world news may 
not be effective for describing a per- 
son's research interests. 

Even with a clear idea o f  what fac- 
tors are impor tan t  for  predict ing in- 
terest, there  is no guarantee  that 
those factors can be identif ied easily. 
One of  the simplest methods of  de- 
termining whether  information 
matches a user's interests is th rough  
keyword matching. I f  a user 's inter- 
ests are described by certain words, 
then informat ion containing those 
words should be relevant. This 
s t ra ightforward keyword matching 
often fails, however. Inappropr i a t e  
matches can arise because the words 
people use do not  unambiguously 
reflect the topic or  content.  A single 
word can have more  than one mean-  
ing (e.g., chip), and,  conversely, the 
same concept  can be described by 
surprisingly many dif ferent  words 
(e.g., human  factors, ergonomics).  
Furnas,  Landauer ,  Gomez, and 
Dumais [10] showed that two people 
use the same main word to describe 
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an object only 10 to 20% of  the time. 
Bates [2] has repor ted  comparably 
poor  agreement  in the generat ion of  
search terms by trained intermediar-  
ies. (Also see [5].) 

Information-Filtering Systems 
and Methods 
One of  the earliest forms of  elec- 
tronic information filtering came 
from work on Selective Dissemina- 
tion of  Informat ion  (SDI) [11], which 
was designed as an automatic way of  
keeping scientists in formed of  new 
documents  published in their  areas 
of  specialization. The  scientist could 
create and modify a user  profile of  
keywords that described his or  her  
interests. SDI then used the profile 
to match the keywords against new 
articles in o rde r  to predict  which new 
articles would be most relevant to the 
scientist's interests. While SDI was 
implemented  on a large scale, it was 
used far less than predicted [14]. 

Several more  recent studies and 
systems have been developed to test 
information-f i l ter ing ideas. Allen [1] 
conducted a series of  exper iments  to 
explore  user models in predict ing 
preferences for news articles. In  one 
exper iment ,  he predicted which arti- 
cles a person would read based on 
previous articles read using a mea- 
sure of  overlap of  nouns between the 
new and old articles. While the pre- 
dictions were better  than chance, the 
average correlat ion between the pre- 
dicted articles and  the subjects' rat- 
ings of  the articles was fairly low (r = 
0.44). The  models were more  suc- 
cessful at predict ing user preferences 
for general  categories of  articles than 
for specific articles. Predict ing what 
news articles a person will read may 
be an especially difficult task. News 
topics vary f rom day to day, making 
it difficult to get stable estimates of  
interest. In addit ion,  external  
sources of  news probably influenced 
what people  read  in the exper iment .  
We believe that users'  interests for 
technical l i terature will be more sta- 
ble over time. 

In Allen's research, the subject's 
past preferences were used to con- 
struct an implicit model  for retriev- 
ing relevant articles. A somewhat dif- 
ferent  approach  is to let the user 
explicitly structure the information.  
The  Informat ion  Lens system [12, 

13] allows users to create rules to fil- 
ter mail messages based on keyword 
matches in the mail fields. Since 
there is already some structure in 
mail messages, such as sender  infor- 
mation in a sender  field and key- 
words in a keyword field, these rules 
can take advantage of  this s tructure 
to pe r fo rm user-specified actions on 
the messages. Thus,  a rule may take 
the form of  delet ing all messages 
from a certain person or  labeling 
messages with certain keywords as 
urgent .  Mackay et al. [12] found  that  
people without much compute r  ex- 
perience were able to create their  
own informat ion lens rules to prior-  
itize and filter their  mail. The  largest 
percentage o f  rules were created to 
match on informat ion about the 
sender  and other  recipients, while 
fewer rules were created to match on 
textual informat ion such as the sub- 
ject  and text body. Al though people 
could create filters, the research does 
not repor t  on the effectiveness of  the 
fil tering methods.  

While a variety o f  informat ion sys- 
tems have been developed,  there  has 
been little systematic evaluation of  
what features are most effective for 
filtering. This leaves many unan-  
swered questions, such as: what are 
the most effective methods for 
matching a user 's interests to infor- 
mation available, how should a user's 
interests be described,  and how will 
the per formance  of  fil tering meth- 
ods vary in di f ferent  domains.  This 
research explores the first two of  
these issues using information-  
retrieval methods as the basis for fil- 
tering information.  

Information Retrieval 
Conventional  informat ion retrieval 
(IR) is very closely related to infor- 
mation filtering (IF) in that they both 
have the goal o f  retr ieving informa- 
tion relevant to what a user wants, 
while minimizing the amount  of  ir- 
relevant informat ion retr ieved [17, 
19]. Belkin and Croft  [3] identify 
three pr imary  differences between 
IR and informat ion filtering. First, 
user preferences  (profiles) in infor- 
mation fil tering typically represent  
long-term interests, while queries in 
IR tend to represent  a short- term 
interest that can be satisfied by per- 
forming the retrieval. Second, infor- 
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mation filtering is typically appl ied  to 
streams o f  incoming data; in IR, 
changes to the database do not occur 
often, and retrieval is not  l imited to 
the new items in the database. Fi- 
nally, a distinction can be made be- 
tween the two, in that filtering in- 
volves tile process of  "removing" 
information from a stream, while IR 
involves the process of  "finding" in- 
formation in that stream. 

In both information retrieval and 
information filtering, a textual data- 
base can be represented  by a word- 
by-document  matr ix whose entries 
represent  the frequency of  occur- 
rence of  a word in a document .  
Thus,  documents  can be thought  of  
as vectors in a mult idimensional  
space, the dimensions of  which are 
the words used to represent  the texts. 
In a s tandard "keyword-matching" 
vector system [17], the similarity be- 
tween two documents  is computed  as 
the inner  product  or  cosine of  the 
corresponding two columns of  the 
word-by-document  matrix. Queries 
can also be represented  as vectors of  
words and thus compared  against all 
document  columns with the best 
matches being re turned.  An impor-  
tant assumption in this vector space 
model  is that the words (i.e., d imen-  
sions of  the space) are or thogonal  or  
independent .  While it has been a rea- 
sonable first approximat ion,  the as- 
sumption that words are pairwise 
independen t  is not realistic. Re- 
cently, several statistical and AI tech- 
niques have been used to better  cap- 
ture term association and domain 
semantics. One such method is La- 
tent Semantic Indexing  (LSI). Only a 
br ief  overview of  the LSI method will 
be presented here. Mathematical 
details and examples can be found in 
[6] and [9]. 

Latent Semantic indexing 
Latent Semantic Indexing  (LSI) is an 
extension of  the s tandard  vector- 
retrieval method designed to help 
overcome some of  the retrieval prob- 
lems described previously. In LSI the 
associations among terms and docu- 
ments are calculated and exploited in 
retrieval. The  assumption is that 
there  is some under lying or  "latent" 
structure in the pat tern of  word 
usage across documents  and that sta- 
tistical techniques can be used to esti- 
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mate this latent structure. A descrip- 
tion of  terms, documents,  and user 
queries based on the under ly ing la- 
tent semantic structure (rather than 
surface-level word choice) is used for 
represent ing and retr ieving informa- 
tion. 

The  part icular  LSI analysis de- 
scribed by [6] uses singular-value 
decomposit ion (SVD), a technique 
closely related to eigenvector decom- 
position and factor analysis. SVD 
takes a large word-by-document  ma- 
trix and decomposes it into a set of  k, 
typically 100 to 300, or thogonal  fac- 
tors from which the original matr ix 
can be approx imated  by linear com- 
bination. Instead of  represent ing 
documents  and queries directly as 
vectors of  independen t  words, LSI 
represents  them as continuous values 
on each of  the k or thogonal  indexing 
dimensions derived from the SVD 
analysis. Since the number  of  factors 
or  dimensions is much smaller than 
the number  of  unique terms, words 
will not be independent .  For exam- 
ple, if two terms are used in similar 
contexts (documents),  they will have 
similar vectors in the reduced-  
dimension LSI representat ion.  One 
advantage of  this approach  is that 
queries can retrieve documents  even 
if they have no words in common.  
The  LSI technique captures deeper  
associative structure than simple 
term-to- term correlations and clus- 
ters and is completely automatic. 

We can in terpre t  the analysis per- 
formed by SVD geometrically. The  
result of  the SVD is a k-dimensional 
vector space containing a vector for 
each term and each document.  The  
location of  term vectors reflects the 
correlations in their  usage across 
documents.  Similarly, the location of  
document  vectors reflects correla- 
tions in term usage. In  this space the 
cosine or  dot  product  between vec- 
tors corresponds to their  estimated 
similarity. Retrieval proceeds by 
using the terms in a query to identify 
a vector in the space, and all docu- 
ments are then ranked by their  simi- 
larity to the query vector. The  LSI 
method has been appl ied to several 
s tandard IR collections with favor- 
able results. LSI has equaled or  out- 
pe r fo rmed  s tandard  vector methods 
and other  variants in every case, with 
improvement  of  as much as 30%. As 

with the s tandard  vector method,  
differential  term weighting and rele- 
vance feedback can improve LSI per- 
formance substantially [7]. 

Filtering Using IR Techniques 
In both LSI and keyword vector 
matching, documents  are repre-  
sented as vectors in a high-dimen- 
sional space. In  keyword vectors, the 
values on each dimension are deter-  
mined by which words occur in a 
document.  In  LSI vectors, the values 
are based on a smaller number  of  sta- 
tistically der ived indexing dimen-  
sions. Documents on similar topics 
tend to be near  one another  because 
they share words (in keyword match- 
ing) or  indexing values (in LSI). This 
feature is used as the basis for filter- 
ing. 

In general ,  the idea for filtering is 
to create a space of  documents,  some 
of  which have previously been 
j udged  by a user  to be relevant to his 
or  her  interests. I f a  new document  is 
close to relevant documents  in the 
space, then it would be considered 
likely to be interesting to the user. 
Conversely, if that document  is far 
from relevant documents,  then it 
would be considered not interesting 
to the user. This same procedure  can 
be used to de te rmine  how close any 
new document  is to keywords in the 
user's profile. For  all these compari-  
sons, the only difference between the 
LSI and the keyword matching 
methods is that LSI represents  terms 
and documents  in a reduced dimen-  
sional space of  der ived indexing 
dimensions. 

Foltz [8] compared  LSI and key- 
word vector matching for filtering of  
Netnews articles. In  an exper iment ,  
subjects rated Netnews articles as ei- 
ther relevant or  not  relevant to their  
interests. The  ratings f rom the initial 
80% of  the articles they read were 
used to predict  the relevance of  the 
remaining 20% of  the articles for 
each person. Fohz found that the LSI 
filtering improved predict ion per-  
formance over the keyword-match- 
ing method by an average of  13% 
and showed a 26% improvement  in 
precision over present ing the articles 
in the o rde r  received, as is typically 
done with Netnews articles. 

The  goal of  the present  experi-  
ment  was to evaluate methods for fil- 

COImlmUHlm~AT|ONSOPTUlI IACM/Oecernber 1992/Vo|,35, NoA2 5 3  



tering technical memos (TMs). The  
evaluation compared  different  meth- 
ods of  matching users'  profiles to 
documents  and  different  ways of  
profi l ing the users'  interests. 

Filtering Experiment 
The Domain 
Bellcore publishes an average o f  150 
technical memos (TMs) each month.  
These  cover a wide variety of  topics 
ranging from solid-state physics to 
switching-systems requirements .  Few 
TMs in any part icular  month will be 
relevant to the interests of  a given 
reader .  Because research on similar 
topics occurs within different  groups 
and in d i f ferent  geographic  loca- 
tions, it is not  always possible to keep 
employees appr ised  of  all of  the rele- 
vant research. Currently,  employees 
are sent a list of  all the TM abstracts 
published each month.  This list is 
loosely organized by major  work 
group  and by the date the TM was 
received. Thus,  an employee must 
typically glance th rough  all the ab- 
stracts in o rde r  to de te rmine  which 
ones are relevant. 

This exper iment  used informat ion 
retrieval techniques to provide em- 
ployees with personalized lists of  TM 
abstracts. Previous fil tering research 
has often appl ied  fil tering methods 
to news sources. However,  people 's  
interest in news and current  events 
may vary from day to day based on 
the events that are occurring.  The  
TM abstracts provide a nice test 
domain for fil tering research be- 
cause people 's  technical interests are 
relatively stable over time and be- 
cause there is a steady flow of  new 
TMs each month.  

Method 
Thir ty- four  Bellcore employees par- 
ticipated in the exper iment .  The  
employees had a fairly wide range 
o f  interests and positions within 
Bellcore and were spread across sev- 
eral geographic  locations. Initially, 
the employees provided a list o f  
words and phrases that described 
their  technical interests. The  average 
list was 24 words long with a range of  
6 to 66 words. Over a 6-month pe- 
riod, the employees were sent 
monthly lists of  about  20 TM ab- 
stracts.] For each abstract, they rated 
its relevance to their  interests on a 
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7-point scale, with 1 being not at all 
relevant and 7 being very relevant. 
They also indicated whether  they 
had seen the TM before and whether  
they would like to o rde r  the TM. 
Each month,  the employees were also 
given the oppor tuni ty  to update  their  
keyword list by adding  or  removing 
words. 

The  lists of  TM abstracts that were 
sent out  each month  were based on 
predicted users'  interests. Four  
methods were used to filter new 
TMs. The  four  methods were the 
result o f  crossing two factors, the 
first factor being whether  the re- 
trieval method used LSI or  keyword 
matching, and the second factor 
being whether  the profile was based 
on words and phrases provided by 
the employee (Word profile), or  ab- 
stracts that the employee had previ- 
ously ra ted as relevant (Document 
profile). The  methods are shown in 
Table 1. 
The  keyword match-word profile 
method compared  words in the em- 
ployee's profile to words in the ab- 
stracts of  new TMs. This method was 
equivalent to the vector retrieval 
method [ 17]. The  LSI match-word pro- 
file method also compared  the words 
provided by the employee to words 
in the abstracts, but  used the re- 
duced-dimension LSI vector space 
for the comparison.  Af ter  the first 
month,  TM abstracts that employees 
had previously ra ted as highly rele- 
vant to their  interests were also used 
to select new TMs using the two 
matching methods.  In  the keyword 
match-document profile method,  previ- 
ously rated relevant abstracts were 
compared  to the abstracts of  new 
TMs using the s tandard  vector 
method.  In the LSI match-document 
profile method,  the same comparison 
was done,  except  using the reduced-  
dimension LSI space. For  both docu- 

IThe exper iment  was run  f rom J a n u a r y  
t h r o u g h  Ju ly  1991. T h e  technical memos  f rom 
J u n e  were not  used in this study because very 
few TMs were published in that  month .  

2Separate document  profiles were mainta ined 
for  the keyword-  a n d  LSI-matching  methods .  
TMs were used in a documen t  profile only if 
the TM was originally selected by that  me thod  
(i.e., a TM was a d d e d  to the documen t  profile 
for  the LSI match  method  only if  it was selected 
by the LSI match  method).  This  enabled us to 
analyze how the keyword ma tch -documen t  pro-  
file a n d  LSI ma tch -documen t  profile methods  
work "as a whole." 

ment  profile methods,  the full text of  
the previous relevant TM abstracts 
was used for the comparisons.  2 This 
document  profile method is a variant 
of  what is often re fe r red  to as "rele- 
vance feedback" in the IR literature. 
Relevance feedback has been shown 
to provide large per formance  im- 
provements  in simulations [16]. 

LSI retrieval requires the initial 
analysis o f  a corpus of  text in o rde r  
to extract useful statistical relation- 
ships between terms and documents.  
For  this study, 6,535 Bellcore TMs 
written between 1984 and 1989 were 
analyzed. Each TM abstract was au- 
tomatically indexed.  All words occur- 
r ing in more  than one TM abstract 
and not on a stop list of  439 common 
words were included.  No word stem- 
ming or  lexical analyses were per-  
formed.  16,637 words occurred in 
more  than one of  the TM abstracts, 
result ing in a 16,637-word by 6,535- 
TM matrix.  T h e  frequencies in the 
word-by-document  matr ix  were then 
t ransformed using t f x e n t r o p y  term 
weights. The  result ing matr ix was 
analyzed using SVD. A 100-dimen- 
sion vector space was then used for 
LSI retrieval. The  s tandard  vector- 
retrieval method does not require  
the analysis of  a preexist ing corpus to 
compare  word or  document  profiles 
with new incoming TMs. However,  
since it is known that appropr ia t e  
term weighting can improve vector 
retrieval, we used the same 
t f×en t ropy  term weights for these 
comparisons.  Thus,  the same terms 
and term weights were used for both 
the s tandard  vector and LSI vector 
methods.  In  all cases, the cosine be- 
tween vectors was used as the mea- 
sure of  similarity. 

Figure I shows the process used 
for filtering. New TM abstracts were 
matched against employees '  word 
and document  profiles using the two 
matching methods.  User profiles 
were represented  as several separate  
points o f  interest  in the vector space. 
For  the word profiles, employees 
indicated which words or  phrases 
were separate points of  interest  by 
put t ing each on its own line (e.g., 
"user-centered design" and "graphi-  
cal user interface" are  di f ferent  in- 
terests). For  the comparisons,  each 
new TM was individually matched 
against each line in the word profile.  
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1 Employees can 
I modify word 

profile each  
month 

New Abst rac ts  

Abstract 10345 
Abstract 10346 
Abstract 10347 
Abstract 10348 

:iltered Abstracts 

Abstract 10349 
Abstract 10402 

Highly rated 
abstracts added 
to document 
profile each 
month 

T h e  score  for  e ach  new T M  was t he  
cos ine  b e t w e e n  t he  T M  vec tor  a n d  
the  nearest i n t e r e s t  vector .  T h e  new 
T M s  were  t h e n  r a n k e d  based  o n  
the i r  m a x i m u m  cosine  score.  T h u s ,  
T M s  o c c u r r i n g  close to any  p o i n t  o f  
i n t e r e s t  fo r  a p a r t i c u l a r  e m p l o y e e  
would  be  r a n k e d  t he  h ighes t .  T h e  
same  type  o f  c o m p a r i s o n  was d o n e  
fo r  the  d o c u m e n t  prof i les .  Each  doc-  
u m e n t  in  t he  d o c u m e n t  p rof i l e  was 
r e p r e s e n t e d  as a s epa ra t e  vec tor  a n d  
c o m p a r e d  to all new T M s .  T h e  new 
T M s  were  t h e n  r a n k e d  based  o n  the  
m a x i m u m  cosine  for  e ach  T M  to any  
d o c u m e n t  in  t he  d o c u m e n t  prof i le .  

T h e s e  c o m p a r i s o n s  r e su l t ed  in 
f o u r  r a n k - o r d e r e d  lists o f  abstracts ,  
o n e  for  e ach  f i l t e r ing  m e t h o d .  T h e  
top  abs t rac t s  f r o m  each  m e t h o d  were  
t h e n  sen t  to each  emp loyee ,  w h o  
r a t e d  t h e m  fo r  r e l evance  to his o r  h e r  
t echn ica l  in teres ts .  Fo r  each  m e t h o d ,  
the  t op  25% o f  t he  abs t rac t s  r a t e d  4 
or  h i g h e r  were  t h e n  i n c o r p o r a t e d  
in to  t he  e m p l o y e e s '  d o c u m e n t  p ro -  
files. 3 I n  the  f i rs t  m o n t h  o f  s tudy,  
on ly  the  w o r d  prof i l e  was u sed  s ince 
e m p l o y e e s  h a d  no t  p rev ious ly  indi-  
ca ted  which  abs t rac t s  to i nc lude  in 
t h e i r  d o c u m e n t  prof i le .  I n  the  subse-  

FlOure 11. The f i l t e r i n g  p r o c e s s  

Table 1. The four  f i l ter ing methods  

Matching Method 

Type of profile Keyword LSI 

Keyword match- LSI match- 
Words word profile word profile 

Keyword match- LSI match- 
Documents document  profile document  profile 

q u e n t  m o n t h s ,  b o t h  t he  d o c u m e n t  
prof i les  a n d  t he  w o r d  prof i les  were  
used  to m a t c h  aga ins t  new abstracts .  

Fo r  each  m o n t h ,  we se lected t he  
t op  seven  abs t rac t s  by each  o f  the  

SA number of choices had to be made as to how 
many TMs should be returned by each method, 
what rating value would be considered relevant, 
and what percentage of the relevant TMs 
should be added to a profile in any given 
month. The choice of values took into account 
factors such as the number of TMs published 
per month and estimates of how many TMs 
would be relevant to a person in a month. Since 
full rating data on all TMs published each 
month was collected on some subjects, we could 
go back and test alternative choices of values. 
The conclusions described do not appear to be 
very sensitive to the choice of cutoff values. 

m e t h o d s .  T h u s ,  wi th  t he  f o u r  m e t h -  
ods,  t h e r e  cou ld  be  a m a x i m u m  o f  28 
abstracts .  T w e n t y - e i g h t  abs t rac t s  r ep -  
r e s e n t  a p p r o x i m a t e l y  20% o f  the  
T M s  p u b l i s h e d  in any  m o n t h .  We 
e x p e c t e d  f ewer  t h a n  20% of  all t he  
T M s  would  be  r e l e v a n t  to any  per -  
son 's  in teres ts .  Since t he  s ame  ab- 
s t rac t  cou ld  be  se lected by m o r e  t h a n  
o n e  m e t h o d ,  e m p l o y e e  s typically saw 
fewer  t h a n  28 abstracts .  T h e  m e a n  
n u m b e r  o f  abs t rac t s  sen t  by t he  
m e t h o d s  was 17. I n  a d d i t i o n  to t he  
abs t rac t s  p i cked  by t he  f o u r  f i l t e r ing  
m e t h o d s ,  t h r e e  r a n d o m l y  se lected 
abs t rac t s  we re  also i n c l u d e d  every  
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month. These random abstracts al- 
lowed us to estimate how many rele- 
vant abstracts were missed and the 
overall relevance of  abstracts for 
each month. Once the list of  abstracts 
was created, they were printed out in 
random order  and distributed by in- 
ternal paper mail. 

Three  weeks after rating the fil- 
tered TMs in the last month of  the 
study (July), the 34 employees were 
also asked to rate the complete set of  
TMs for the final month. Twenty- 
nine of  the employees returned these 
packets. These exhaustive relevance 
ratings permitted us to evaluate al- 
ternative filtering methods. In addi- 
tion to the 34 employees who re- 
ceived the filtered TMs each month, .  
two employees received packets con- 
taining all of  the TMs published each 
month. Like the other employees, 
they had to rate the relevance o f  all 
the TMs to their interests. These 
exhaustive ratings allowed us to ex- 
amine the full range of  recall and 
precision and to explore alternative 
filtering methods. 

Comparison of Filtering Methods 
The mean rating for the abstracts 
picked by each of  the four filtering 
methods and by random selection 
was computed for each month. 
These results are shown in Figure 2. 
An analysis of  variance was per- 
formed on the employees' mean rat- 
ings for each method and post-hoc 
analyses using t-tests were done in 
order  to compare specific methods to 
one another. The overall ANOVA 
showed reliable differences between 
the methods (F(4,132)= 117.5, p < 
0.01). The  most noticeable feature of  
Figure 2 is that the TMs picked by 
any of  the four filtering methods are 
rated 1.5 to 2.5 points above those 
picked randomly. All four methods 
performed significantly better than 
random selection of  TMs (LSI-doc 
vs. random t ( 3 3 ) -  13.7, p < 0.01, 
LSI-word vs. random t (33)= 12.2, 
p < 0.01, keyword-doc vs. random 
t(33)-- 12.9, p < 0.01, keyword- 
word vs. random t (33)= 14.8, p < 
0.01). This indicates that all the fil- 
tering methods are succeeding in re- 
turning relevant TMs. 

The average ratings o f  abstracts 
returned by the filtering methods are 
not very high, considering the range 
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of relevance ratings was from one for 
nonrelevant TMs up to seven for 
very relevant TMs. This is partly be- 
cause a fixed number  of  TMs were 
selected by each method, regardless 
of  the actual cosine similarity scores. 
By choosing fewer than the top seven 
TMs from each method or only TMs 
above a cosine threshold, the filter- 
ing methods could have been more 
selective. For example, the mean rat- 
ing increases f rom 3.5 for choosing 
the top seven abstracts to 4.5 for 
choosing just the top abstract. 

The differences between the four 
filtering methods are not large. 
However, after the first month of  
using the document  profiles, the LSI 
matching method using the docu- 
ment profile performs consistently 
better than the other three methods. 
Overall, the mean ratings for the 
four methods were: 3.74 (LSI match- 
document  profile), 3.57 (keyword 
match-word profile), 3.49 (LSI 
match-word profile), and 3.46 (key- 
word match-document profile). Post- 
hoc analyses were performed on the 
mean ratings for each employee for 
each method for the months of  
March through July. The  first two 
months were excluded from this 
analysis since there were no docu- 
ment profiles in the first month, and 
there were very few documents con- 
tained in the document  profiles in 
the second month. The  analyses indi- 
cated that TMs selected by the LSI 
match-document profile method 
were rated significantly higher than 
those selected by the other three 
methods (LSI-doc vs. keyword-word 
t(33) = 2.6, p < 0.02, LSI-doc vs. 
keyword-doc t(33) = 3.6, p < 0.01, 
LSI-doc vs. LSI-word t (33)--3.2,  
p < 0.01). 

The relative order  of  the other 
methods varied somewhat f rom 
month to month, and there were no 
significant differences between the 
other three methods. The  standard 
error  of  the means for the methods 
was fairly high, ranging from 0.13 to 
0.16. This high variability is partially 
because preferences between em- 
ployees varied greatly. For any given 
month, some employees found many 
relevant TMs, while others found 
very few to be relevant. There  is also 
considerable variability f rom month 
to month in the mean ratings. Much 

of  this is attributable to always select- 
ing the top seven abstracts f rom each 
method. Some months (e.g., April) 
produced fewer abstracts of  interest 
to the employees in our  study than 
others. Additional variability arises 
because the user profiles are con- 
stantly being updated. This effect is 
particularly salient in comparing 
document  profiles in February and 
March. 

In the first month o f  using the 
document  profiles (February), the 
two document  profile methods did 
not perform as well as the word pro- 
file methods. We believe this is be- 
cause there were too few abstracts in 
the document  profile. For this 
month,  the document  profiles con- 
tained an average o f  only 1.3 ab- 
stracts. By the second month o f  using 
the document  profiles (March), an 
average of  4.1 documents were in the 
document  profile, and the two docu- 
ment profile methods performed at 
least as well as the word profile meth- 
ods. The  average number  of  words 
in a word profile was 25 for March. 
This suggests that just a few relevant 
documents can be as effective as a 
long list o f  keywords for describing 
one's interests, especially when cou- 
pled with LSI matching. 

Alternative Filtering Methods 
It is not surprising that the four fil- 
tering methods performed much 
better than randomly selected TMs. 
An alternative is to compare the IR- 
based filtering methods with other 
methods o f  ranking the documents 
for filtering. One approach is to filter 
the documents based on hierarchical 
organizational distance. Using this 
method, documents that are written 
by employees in hierarchically 
nearby groups would be ranked 
higher than those written by employ- 
ees in groups that are more distant. 
Intuitively, this method makes sense 
in that organizations are structured 
so that groups doing similar research 
tend to be grouped in the same part 
of  the hierarchy. For each employee, 
a ranking of  new TMs based on their 
distance from the employee's organi- 
zation can be calculated. Using the 
full ratings provided by employees 
for July, the mean rating of  the top 
seven TMs ranked by organizational 
distance was computed.  This is 
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shown as the single point  in July in 
Figure 2 (mean rat ing = 2.45). Al- 
though bet ter  than randomly se- 
lected TMs, this method does not 
pe r fo rm as well as the IR-based 
methods. This indicates that employ- 
ees' interests tend to span the hier- 
archical structure of  the company 
and are not easily predic ted by where 
they work within the organization. 

A second approach  is to com- 
pare  the IR-fil tering methods with 
the current  Bellcore distr ibution 
method.  A paper  list of  abstracts 
loosely o rdered  by major work group 
and date is dis tr ibuted to employees. 
Since all employees get all the ab- 
stracts in the same order ,  this is not  a 
filtering method;  but  it does provide 
a baseline comparison.  Using the 
order ing  provided by this method,  
the mean rating of  the top seven 
TMs (mean rating = 1.66) was al- 
most the same as the rat ing from the 
randomly selected TMs (mean rat- 
ing = 1.72). Thus,  all filtering meth- 
ods tested would be improvements  
over the current  distr ibution method 
and over personalized lists based on 
organizational  distance. 

Overlap of Methods 
Each of  the four  filtering methods 
independent ly  picked the most rele- 
vant abstracts for each employee 
based on that employee 's  profile. 
Often more  than one method se- 
lected the same abstract for the same 
person. Over  all the abstracts se- 
lected, 38% were selected for a par- 
ticular employee by more than one 
method.  Figure 3 shows the mean 
ratings for the abstracts based on the 
number  of  methods that selected an 
abstract as being relevant for a par- 
ticular employee.  As the number  of  
methods selecting the same abstract 
increased, the mean relevance rat ing 
of  the abstract increased. The  mean 
relevance of  abstracts selected by all 
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four  methods,  for example,  was 5.04. 
This f inding is consistent with other  
IR studies. Both [15] and [18] found 
similar improvements  in perfor-  
mance when using mult iple repre-  
sentations of  queries against a single 
database. 

I t  is impor tan t  to note, however, 
that as the number  of  over lapping 
methods increases, fewer documents  
are matched.  One hund red  eighty- 
one (about 5%) of  the abstracts re- 
tu rned  to users were matched by all 
four  methods.  The  mean rat ing for 
these abstracts was 5.04, well above 
the means shown in Figure 2. A more  
reasonable comparison involves ex- 
amining only the top 5% of  the 
abstracts that would have been 
re tu rned  by each method in- 
dependent ly ,  since this provides a 
comparable  level o f  selectivity. The  
mean ratings for  the top 5% for each 
method  vary f rom 4.01 to 4.87 with 
an average of  4.58. Thus,  selecting 
abstracts that match all four  methods 
provides a bet ter  filter than simply 
re turn ing  a comparable  percentage 
of  abstracts from any single method.  
Abstracts selected by three or  more  
methods show a similar but  smaller 
advantage. For  three  over lapping 
methods ( represent ing 9% of  the se- 
lected abstracts), the mean rat ing was 
4.65, while selecting the top 9% of  
the abstracts from individual  meth- 
ods gave a mean rat ing of  4.54. This 
advantage disappears  when abstracts 
selected by two or  more  methods  are 
considered.  For  two over lapping 
methods ( represent ing 23% of  the 
selected abstracts), the mean rat ing 
was 3.90, while selecting the top 23% 
of  the abstracts gave a mean rat ing o f  
4.32. Using mult iple methods to in- 
crease selectivity appears  to be suc- 
cessful only in the most restrictive 
cases (i.e., when three or  more meth- 
ods agree). In o ther  cases, simply se- 
lecting fewer abstracts f rom any 
given method is more  effective. 
Using overlap for selecting TMs has 
the addit ional  drawback that inter- 
esting abstracts that cannot  be re- 
trieved by some methods (e.g., be- 
cause they do not share keywords 
with the word profile) would never 
be re turned .  

Alternative Measures of Relevance 
The results discussed so far have 

been based on employees '  monthly 
relevance ratings. Other  measures of  
the relevance of  the TMs can be ob- 
tained by examining the TMs that 
the employees o rde red  or  indicated 
that they had previously seen. Both 
provide additional,  a l though imper-  
fect, measures of  the relevance of  
TMs. It is expected that  TMs that 
had been seen previously were dis- 
t r ibuted so they would go to people 
who would find them relevant or  
useful. In  addit ion,  if an employee 
indicated he/she wanted to o rde r  a 
TM, it would indicate that the TM 
was o f  interest. These  measures are 
less systematic than relevance rat- 
ings, since we had no control  over 
how TMs were being distr ibuted out- 
side o f  the exper iment .  

The  percentage of  TMs that were 
o rde red  varied f rom 17.8 to 22% for 
the four  methods,  while only 4.5% of  
the randomly  selected TMs were 
ordered .  Consistent with the rat ing 
data, the LSI match-document  pro- 
file method  selected the highest 
number  of  TMs ordered .  The  per- 
centage o f  TMs seen previously 
ranged from 9.6 to 12.5% for the 
four  methods,  compared  to 0.6% for 
the randomly selected TMs. The  
keyword match-word profile and the 
LSI match-document  profile meth- 
ods pe r fo rmed  best using this mea- 
sure. Thus,  these two addit ional  
measures provide evidence that  is 
consistent with that of  the rat ing 
data. 

ReSults from Exhaustive 
Rating of all TMS 
While the preceding rat ing measures 
provide measures of  the relevance o f  
the YMs that were sent to the em- 
ployees, they provide little informa- 
tion about the ranks o f  relevant TMs 
or  about the relevance of  TMs that 
were not  selected. Using employee 's  
ratings of  the randomly selected 
TMs, we est imated that the fil tering 
methods failed to retrieve 50% of  the 
relevant TMs. 4 More comprehensive 
per formance  data  can be obtained 
using exhaustive relevance judg-  
ments. We have such data  f rom two 
employees who ra ted the complete 
set of  TMs over the six months and 
from 29 employees who ra ted the 
complete set of  TMs in July. Perfor-  
mance o f  an IR system is often sum- 

marized by plott ing precision as a 
function of  recall [17]. Precision is 
the percent  of  retr ieved items that 
are relevant, and recall is the percent  
of  relevant items retrieved. Thus,  the 
recall measure  requires exhaustive 
relevance judgemen t s  and is sensitive 
to the relative ranks of  relevant and 
nonrelevant  items. 

Figure 4 shows the mean precision 
at recall levels o f  0.25, 0.50, and  0.75 
for the four  methods  for  the employ- 
ees' July  ratings. These  data  are 
based on the 26 employees who ra ted 
at least one TM as relevant for  that 
month.  Consistent with the rat ing 
data, the LSI match-document  pro-  
file method  has the highest  overall 
precision, indicating it re turns  the 
highest percentage of  relevant docu- 
ments over the three levels of  recall. 
Compar ing  the two methods  that use 
the word profiles, the LSI matching 
method  is bet ter  than the keyword- 
matching method.  Since some o f  the 
TMs which an employee rates as rel- 
evant do not  share any words with 
their  word profile,  the LSI match 
method,  which does not depend  on 
exact word matching,  will tend to 
pe r fo rm better.  This sizable differ-  
ence between LSI and keyword 
matching is not seen in Figure 2 be- 
cause the rat ing data  are based only 
on TMs selected by each method.  
Another  comparison of  interest  in- 
volves the di f ferent  profi l ing meth- 
ods for a given matching method.  
For  both LSI matching and keyword 
matching, using a document  profile 
results in bet ter  per formance  than 
using a word profile.  This  advantage 
is at tr ibutable to the r icher vocabu- 
lary found in the document  profiles. 

The  complete  ratings by the two 
employees o f  all TMs published over 
the six months permi t ted  us to test 
alternative measures  o f  perfor-  
mance. An analysis of  the average 
precision for the four  methods  was 
essentially the same as that found for 

4The fact that  the fil tering methods  miss an  esti- 
mated  50% of  the relevant  articles does not  in- 
dicate as poo r  p e r f o r m a n c e  as it might  seem. 
First, the filtered TMs that  employees exam- 
ined represented  only 11% of  the TMs written. 
Thus ,  50% o f  the relevant  TMs were retr ieved 
by looking at only 11% o f  the total TMs. Sec- 
ond,  more  relevant TMs could be retr ieved by 
simply increasing the n u m b e r  o f  TMs r e tu rned  
to employees. This  is easy to do  with any  re- 
trieval method  that  ranks  items in decreas ing 
o rde r  o f  similarity. 
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the 26 employees '  July  ratings. In  
addition, we explored  the effective- 
ness of  the fil tering methods with 
different  choices of  values for how 
many TMs to be re tu rned  by each 
method,  what rat ing value would be 
considered relevant, and what per- 
centage of  the relevant TMs should 
be added  to the document  profile 
(see footnote 3). Simulations were 
run varying the values for these 
three features. Overall, there  was 
very little change in the effectiveness 
of  the filtering methods with differ-  
ent  choices of  values. This indicates 
that the initial choice of  values made 
in the exper iment  did  not interact 
with the relative effectiveness of  the 
filtering methods.  

Discussion 
The  TM abstracts provide a nice test 
domain for information-f i l ter ing re- 
search because people 's  technical in- 
terests are relatively stable over time 
and there is a steady flow of  new 
TMs each month.  Our  research com- 
pared  four IR methods for matching 
employees '  interests to the TMs 
using two matching methods and two 
types of  user profiles. Overall,  the 
four  methods succeed at filtering the 
TMs when compared  to randomly 
selected TMs, the current  distribu- 
tion method,  and an organizationally 
based filtering method.  

The  LSI match-document  profile 
method proved to be the most suc- 
cessful of  the four  filter methods.  
This advantage was observed for all 
performance measures we exam- 
i n e d - - m e a n  ratings, mean precision 
at three levels of  recall, and the num- 
ber  of  TMs seen or  ordered .  This 
method combines the advantages of  
both LSI and the document  profile 
(which is a kind of  relevance feed- 
back). The  LSI matching method al- 
lows users to retrieve documents  that 
have no words in common with their  
initial profile. The  document  profile 
provides a simple, but  effective, rep- 
resentation of  employees '  interests. 
Indicat ing jus t  a few documents  that 
are of  interest is as effective as gener-  
ating a long list of  words and phrases 
that describe one's interest. Docu- 
ment  profiles have an added  advan- 
tage over word profiles: users need 
not generate descriptions of  what 
they like, but  can jus t  indicate docu- 

ments they find relevant. 
While the four  filtering methods 

were effective individually, the rat- 
ings of  TMs increased with the num- 
ber  of  methods that matched a par- 
ticular TM. Each fil tering method 
has slightly d i f ferent  ways of  repre-  
senting and matching an employee 's  
interests. When  three or  four  meth- 
ods agreed that a certain TM was rel- 
evant, the TM tended to receive a 
higher  rat ing than a comparable  
number  of  TMs picked by a single 
method.  Thus,  for highly selective 
filtering applications, using multiple 
methods is advantageous.  

Future Directions for Filtering 
Research 
In addi t ion to providing a compari-  
son of  information-f i l ter ing methods 
this research suggests some future  
directions and issues for filtering re- 
search. One issue is de termining  how 
many documents  to re turn  to a user. 
With the TMs, in which only about  
150 are published per  month,  it is 
possible to provide the complete list 
rank o rde red  by some similarity 
score. But, in o ther  cases, this may 
not be as easy because so much infor- 
mation is available (e.g., news wires). 
For these cases, some cutoff  should 
probably be used. Many current  fil- 
tering systems based on keyword 
matching send jus t  those documents  
that contain the desired keywords (or 
some Boolean combination of  key- 
words). Vector methods give graded  
similarity measures,  but  most docu- 
ments will have no similarity (over- 
lap) with a profile. LSI also re turns  
graded  similarity measures,  but  now 
all documents  match a query, jus t  to 
a greater  or  lesser extent. We chose a 
fixed cutoff  point  (the top seven doc- 
uments  for each method) for this re- 
search because it simplifies the com- 
parison o f  methods.  A cutoff  based 
on the actual cosine similarity score is 
also possible in practice. The  cutoff  
for di f ferent  people could vary 
greatly, depend ing  on such factors 
as: the type of  information (e.g., 
news, related court  cases), whether  
the user needs full coverage of  the 
information,  and cost of  retr ieving or  
storing the information.  

The re  are alternative ways of  rep- 
resenting users'  interests. While the 
filtering methods examined in this 

study used profiles describing an 
employee 's  interests, these methods 
could also use informat ion describ- 
ing what an employee is not inter- 
ested in. Providing negative informa- 
tion is a more difficult task, since 
there is a much larger  set of  descrip- 
tors of  things that  we are not inter- 
ested in. However,  using a document  
profile,  employees could easily indi- 
cate TMs that are not  relevant to 
their  interests. In  future  months,  any 
new TMs that are similar to these 
nonrelevant  TMs could also be con- 
sidered nonrelevant.  A related issue 
is how to combine informat ion from 
profiles. In  this study, employees '  
interests were represented  as several 
d i f ferent  vectors, one for each line in 
the word profile and  each TM in the 
document  profile. The  similarity of  a 
new TM was simply its cosine to the 
nearest  interest  vector. A more reli- 
able measure  o f  similarity might  be 
obtained by accumulating informa- 
tion from the many points of  interest 
resulting in a measure  represent ing 
the sum of  an employee 's  interests. 

One of  the difficulties for users of  
a filtering system would be determin-  
ing how well their  profiles are actu- 
ally performing.  Certain descriptors 
in a profile may be effective at 
matching relevant documents,  while 
others may match fewer relevant 
documents.  One way to keep users 
appr ised of  the effectiveness of  their  
profiles is to provide information on 
how and why any document  matched 
against the profile.  This would per- 
mit users to see what descriptors in 
the profile are pe r fo rming  effec- 
tively and allow them to make 
changes accordingly. These  changes 
could also be made automatically by 
moni tor ing which descriptors match 
documents  and how highly those 
documents  are rated. Descriptors 
that result in documents  that are 
highly ra ted could then receive in- 
creased weight in the ranking o f  new 
sets of  documents.  
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