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Roadmap

• Motivation
• Matrix tools
• Tensor tools
• Case studies

• Basics
• Tucker
• PARAFAC
• Incrementalization
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Incremental Tensor Decomposition

• Dynamic data model
– Tensor Streams

• Dynamic Tensor Decomposition (DTA)
• Streaming Tensor Decomposition (STA)
• Window-based Tensor Decomposition 

(WTA)
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Dynamic Tensor Stream

• Streams come with structure
– (time, source, destination, port)
– (time, author, keyword)

• How to summarize tensor streams effectively and 
incrementally?
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Dynamic Data model
• Tensor Streams

– A sequence of Mth order tensor

where
n is increasing over time

Order 1st 2nd 3rd

Correspondence

Example

Multiple streams Time evolving graphs 3D arrays
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Incremental Tensor Decomposition

☺Dynamic data model
• Tensor Streams

• Dynamic Tensor Decomposition (DTA)
• Streaming Tensor Decomposition (STA)
• Window-based Tensor Decomposition 

(WTA)
1. Jimeng Sun, Spiros Papadimitriou, Philip Yu. Window-based Tensor Analysis on 

High-dimensional and Multi-aspect Streams, ICDM 2006
2. Jimeng  Sun, Dacheng Tao,  Christos Faloutsos.  Beyond Streams and Graphs: 

Dynamic Tensor Analysis,  KDD 2006
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Incremental Tensor Decomposition
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1st order DTA - problem
Given x1…xn where each xi∈ RN, find 
U∈RN×R such that the error e is 
small: 

n
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1st order Dynamic Tensor Analysis
Input: new data vector x∈ RN, old variance 

matrix C∈ RN×N

Output: new projection matrix U∈ RN×R

Algorithm:
1. update variance matrix Cnew = xTx + C
2. Diagonalize UΛUT = Cnew
3. Determine the rank R and return U

xT C U
UTx

Cnew

Diagonalization has to be done for every new x! 

Old X

x

tim
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Mth order DTA

dU

T
dU

=

Reconstruct Variance Matrix

dC

dC

Update Variance Matrix

dS

Diagonalize 
Variance Matrix

dU

T
dU

dS
X(d)X(d)× =

( )dX( )
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dX
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Mth order DTA – complexity
Storage: 
O(∏ Ni), i.e., size of an input tensor at a single 

timestamp
Computation:
∑ Ni

3 (or ∑ Ni
2) diagonalization of C

+ ∑ Ni ∏ Ni matrix multiplication X (d)
T X(d)

For low order tensor(<3), diagonalization is the main cost
For high order tensor,  matrix multiplication is the main cost
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Incremental Tensor Decomposition

☺Dynamic data model
• Tensor Streams

☺Dynamic Tensor Decomposition (DTA)
• Streaming Tensor Decomposition (STA)
• Window-based Tensor Decomposition 

(WTA)
1. Jimeng Sun, Spiros Papadimitriou, Philip Yu. Window-based Tensor Analysis on 

High-dimensional and Multi-aspect Streams, ICDM 2006
2. Jimeng  Sun, Dacheng Tao,  Christos Faloutsos.  Beyond Streams and Graphs: 

Dynamic Tensor Analysis,  KDD 2006
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1st order Streaming Tensor 
Analysis (STA)

• Adjust U smoothly when new data arrive without 
diagonalization [VLDB05]

• For each new point x
– Project onto current line
– Estimate error
– Rotate line in the direction of the error and in proportion to its 

magnitude
For each new point x and for i = 1, …, k : 
• yi :=   Ui

Tx (proj. onto Ui)
• di ← λdi + yi

2 (energy ∝ i-th eigenval.)
• ei :=   x – yiUi (error)
• Ui ← Ui + (1/di) yiei (update estimate)
• x ← x – yiUi (repeat with remainder)

error

U

Sensor 1

Se
ns

or
 2



Faloutsos, Kolda, Sun 4-14

CMU SCS

Mth order STA
( )
T
dX

Matricizing

• Run 1st order STA along each mode
• Complexity:

– Storage: O(∏ Ni)
– Computation: ∑ Ri ∏ Ni which is smaller 

than DTAy1

U1

x
e1

U1 updated
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Incremental Tensor Decomposition

☺Dynamic data model
• Tensor Streams

☺Dynamic Tensor Decomposition (DTA)
☺Streaming Tensor Decomposition (STA)
• Window-based Tensor Decomposition 

(WTA)
1. Jimeng Sun, Spiros Papadimitriou, Philip Yu. Window-based Tensor Analysis on 

High-dimensional and Multi-aspect Streams, ICDM 2006
2. Jimeng  Sun, Dacheng Tao,  Christos Faloutsos.  Beyond Streams and Graphs: 

Dynamic Tensor Analysis,  KDD 2006
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16

Window-based Tensor Analysis (WTA)
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Meta-algorithm for 
window-based tensor analysis
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Moving Window scheme (MW)
D(n-1,W)

D(n,W)

DnDn-W…... …...

Time

Te
ns

or
 

St
re

am
s

Cd Cd
old new

Update variance matrix

• Update the variance 
matrix C(i) 
incrementally

• Diagonalize C(i) to find 
U(i)

A good and efficient 
initialization U(d) Diagonalize
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Roadmap

• Motivation
• Matrix tools
• Tensor tools
• Case studies

• Sensors
• social networks
• web mining
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P1: Environmental sensor monitoring 
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1st factor 
Scaling factor 250
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P1: sensor monitoring 

• 1st factor consists of the main trends:
– Daily periodicity on time
– Uniform on all locations
– Temp, Light and Volt are positively correlated while 

negatively correlated with Humid
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P1: sensor monitoring 

• 2nd factor captures an atypical trend:
– Uniformly across all time
– Concentrating on 3 locations
– Mainly due to voltage

• Interpretation: two sensors have low battery, and the 
other one has high battery. 

2nd factor
Scaling factor 154
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DB

A
ut

ho
rs

Keywords
DM

DB
UA

UK

1990

2004

1990

2004

P3: Social network analysis
• Multiway latent semantic indexing (LSI)

– Monitor the change of the community structure 
over time

Philip Yu

Michael 
Stonebreaker

‘Query’‘Pattern’

tim
e
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P3: Social network analysis (cont.)
Authors Keywords Year
michael carey, michael
stonebreaker, h. jagadish,
hector garcia-molina

queri,parallel,optimization,concurr,
objectorient

1995

2004

2004

surajit chaudhuri,mitch
cherniack,michael
stonebreaker,ugur etintemel

distribut,systems,view,storage,servic,process,
cache

jiawei han,jian pei,philip s. yu,
jianyong wang,charu c. aggarwal

streams,pattern,support, cluster, 
index,gener,queri

• Two groups are correctly identified: Databases and Data 
mining

• People and concepts are drifting over time

DM

DB
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P4: Network anomaly detection

• Reconstruction error gives indication of anomalies.
• Prominent difference between normal and abnormal ones is 

mainly due to the unusual scanning activity (confirmed by the 
campus admin).
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P5: Web graph mining

• How to order the importance of web pages?
– Kleinberg’s algorithm HITS
– PageRank
– Tensor extension on HITS (TOPHITS)
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Kleinberg’s Hubs and Authorities
(the HITS method)

Sparse adjacency matrix and its SVD:

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

Kleinberg, JACM, 1999
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authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

HITS Authorities on Sample Data
.97 www.ibm.com
.24 www.alphaworks.ibm.com
.08 www-128.ibm.com
.05 www.developer.ibm.com
.02 www.research.ibm.com
.01 www.redbooks.ibm.com
.01 news.com.com

1st Principal Factor

.99 www.lehigh.edu

.11 www2.lehigh.edu

.06 www.lehighalumni.com

.06 www.lehighsports.com

.02 www.bethlehem-pa.gov

.02 www.adobe.com

.02 lewisweb.cc.lehigh.edu

.02 www.leo.lehigh.edu

.02 www.distance.lehigh.edu

.02 fp1.cc.lehigh.edu

2nd Principal Factor
We started our crawl from

http://www-neos.mcs.anl.gov/neos, 
and crawled 4700 pages,

resulting in 560 
cross-linked hosts.

.75 java.sun.com

.38 www.sun.com

.36 developers.sun.com

.24 see.sun.com

.16 www.samag.com

.13 docs.sun.com

.12 blogs.sun.com

.08 sunsolve.sun.com

.08 www.sun-catalogue.com

.08 news.com.com

3rd Principal Factor

.60 www.pueblo.gsa.gov

.45 www.whitehouse.gov

.35 www.irs.gov

.31 travel.state.gov

.22 www.gsa.gov

.20 www.ssa.gov

.16 www.census.gov

.14 www.govbenefits.gov

.13 www.kids.gov

.13 www.usdoj.gov

4th Principal Factor

.97 mathpost.asu.edu

.18 math.la.asu.edu

.17 www.asu.edu

.04 www.act.org

.03 www.eas.asu.edu

.02 archives.math.utk.edu

.02 www.geom.uiuc.edu

.02 www.fulton.asu.edu

.02 www.amstat.org

.02 www.maa.org

6th Principal Factor



Faloutsos, Kolda, Sun 4-29

CMU SCS

Three-Dimensional View of the Web

Observe that this 
tensor is very sparse!

Kolda, Bader, Kenny, ICDM05
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic
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Topical HITS (TOPHITS)
Main Idea: Extend the idea behind the HITS model to incorporate 
term (i.e., topical) information.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topic

fro
m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic
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TOPHITS Terms & Authorities 
on Sample Data

.23 JAVA .86 java.sun.com

.18 SUN .38 developers.sun.com

.17 PLATFORM .16 docs.sun.com

.16 SOLARIS .14 see.sun.com

.16 DEVELOPER .14 www.sun.com

.15 EDITION .09 www.samag.com

.15 DOWNLOAD .07 developer.sun.com

.14 INFO .06 sunsolve.sun.com

.12 SOFTWARE .05 access1.sun.com

.12 NO-READABLE-TEXT .05 iforce.sun.com

1st Principal Factor

.20 NO-READABLE-TEXT .99 www.lehigh.edu

.16 FACULTY .06 www2.lehigh.edu

.16 SEARCH .03 www.lehighalumni.com

.16 NEWS

.16 LIBRARIES

.16 COMPUTING

.12 LEHIGH

2nd Principal Factor

.15 NO-READABLE-TEXT .97 www.ibm.com

.15 IBM .18 www.alphaworks.ibm.com

.12 SERVICES .07 www-128.ibm.com

.12 WEBSPHERE .05 www.developer.ibm.com

.12 WEB .02 www.redbooks.ibm.com

.11 DEVELOPERWORKS .01 www.research.ibm.com

.11 LINUX

.11 RESOURCES

.11 TECHNOLOGIES

.10 DOWNLOADS

3rd Principal Factor

.26 INFORMATION .87 www.pueblo.gsa.gov

.24 FEDERAL .24 www.irs.gov

.23 CITIZEN .23 www.whitehouse.gov

.22 OTHER .19 travel.state.gov

.19 CENTER .18 www.gsa.gov

.19 LANGUAGES .09 www.consumer.gov

.15 U.S .09 www.kids.gov

.15 PUBLICATIONS .07 www.ssa.gov

.14 CONSUMER .05 www.forms.gov

.13 FREE .04 www.govbenefits.gov

4th Principal Factor

.26 PRESIDENT .87 www.whitehouse.gov

.25 NO-READABLE-TEXT .18 www.irs.gov

.25 BUSH .16 travel.state.gov

.25 WELCOME .10 www.gsa.gov

.17 WHITE .08 www.ssa.gov

.16 U.S .05 www.govbenefits.gov

.15 HOUSE .04 www.census.gov

.13 BUDGET .04 www.usdoj.gov

.13 PRESIDENTS .04 www.kids.gov

.11 OFFICE .02 www.forms.gov

6th Principal Factor

.75 OPTIMIZATION .35 www.palisade.com

.58 SOFTWARE .35 www.solver.com

.08 DECISION .33 plato.la.asu.edu

.07 NEOS .29 www.mat.univie.ac.at

.06 TREE .28 www.ilog.com

.05 GUIDE .26 www.dashoptimization.com

.05 SEARCH .26 www.grabitech.com

.05 ENGINE .25 www-fp.mcs.anl.gov

.05 CONTROL .22 www.spyderopts.com

.05 ILOG .17 www.mosek.com

12th Principal Factor

.46 ADOBE .99 www.adobe.com

.45 READER

.45 ACROBAT

.30 FREE

.30 NO-READABLE-TEXT

.29 HERE

.29 COPY

.05 DOWNLOAD

13th Principal Factor

.50 WEATHER .81 www.weather.gov

.24 OFFICE .41 www.spc.noaa.gov

.23 CENTER .30 lwf.ncdc.noaa.gov

.19 NO-READABLE-TEXT .15 www.cpc.ncep.noaa.gov

.17 ORGANIZATION .14 www.nhc.noaa.gov

.15 NWS .09 www.prh.noaa.gov

.15 SEVERE .07 aviationweather.gov

.15 FIRE .06 www.nohrsc.nws.gov

.15 POLICY .06 www.srh.noaa.gov

.14 CLIMATE

16th Principal Factor

.22 TAX .73 www.irs.gov

.17 TAXES .43 travel.state.gov

.15 CHILD .22 www.ssa.gov

.15 RETIREMENT .08 www.govbenefits.gov

.14 BENEFITS .06 www.usdoj.gov

.14 STATE .03 www.census.gov

.14 INCOME .03 www.usmint.gov

.13 SERVICE .02 www.nws.noaa.gov

.13 REVENUE .02 www.gsa.gov

.12 CREDIT .01 www.annualcreditreport.com

19th Principal Factor

TOPHITS uses 3D analysis to find 
the dominant groupings of web 
pages and terms.

authority scores
for 1st topic

hub scores 
for 1st topic

hub scores 
for 2nd topic

authority scores
for 2nd topicfro

m

to

ter
m

term scores 
for 1st topic

term scores 
for 2nd topic

Tensor PARAFAC

wk = # unique links using term k
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Summary
Methods Pros Cons Applications
SVD, PCA Optimal in L2 

and Frobenius
Dense representation, 
Negative entries
Not optimal like SVD, 
dense core
Local minimum

Interpretability, non-
uniqueness, dense core
Slow convergence

Non-optimal

CUR, CMD Interpretability, 
sparse bases

LSI, PageRank, 
HITS
DNA SNP data, 
network forensics
Social networks, 
microarray data
TensorFaces

TOPHISTS

Co-clustering Interpretability

Tucker Flexible 
representation

PARAFAC Interpretability, 
efficient parse 
computation

Incrementalization Efficiency Tensor Streams
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Conclusions

• Real data are often in high dimensions with 
multiple aspects (modes)

• Matrices and tensors provide elegant theory 
and algorithms 

• Several research problems are still open
– skewed distribution, anomaly detection, 

streaming algorithms, distributed/parallel 
algorithms, efficient out-of-core processing
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